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Large-scale carbon sources and sinks can be estimated by combining atmospheric CO\textsubscript{2} concentration data with atmospheric transport inverse modeling. This approach has been limited by sparse spatiotemporal tropospheric sampling. CO\textsubscript{2} estimates from space using observations on recently launched satellites (Atmospheric Infrared Sounder (AIRS)), or platforms to be launched (Infrared Atmospheric Sounding Interferometer (IASI), Orbiting Carbon Observatory (OCO)) have the potential to fill some of these gaps. Here we assess the realism of initial AIRS-based mid-to-upper troposphere CO\textsubscript{2} estimates from European Centre for Medium-Range Weather Forecasts by comparing them with simulations of two transport models (TM3 and Laboratoire Meteorologie Dynamique Zoom (LMDZ)) forced with one data-based set of surface fluxes. The simulations agree closer with one another than with the retrievals. Nevertheless, there is good overall agreement between all estimates of seasonal cycles and north-south gradients within the latitudinal band extending from 30\degree S to 30\degree N, but not outside this region. At smaller spatial scales, there is a contrast in the satellite-based retrievals above continents versus above oceans that is absent in the model predictions. Hovmöller diagrams indicate that in the models, high Northern Hemisphere winter CO\textsubscript{2} concentrations propagate toward the tropical upper troposphere via Northern Hemisphere high latitudes, while in retrievals, elevated winter CO\textsubscript{2} appears instantaneously throughout the Northern Hemisphere. This raises questions about lower-to-upper troposphere transport pathways. Prerequisites for use of retrievals to provide an improved constraint on surface fluxes are therefore further improvements in retrievals and better understanding/validation of lower-to-upper troposphere transport and its modeling. This calls for more independent upper troposphere transport tracer data like SF\textsubscript{6} and CO\textsubscript{2}.


1. Introduction

Atmospheric CO\textsubscript{2} concentration has risen since pre-industrial times from \textasciitilde280 ppm to \textasciitilde380 ppm today [Indermühle et al., 1999; Conway et al., 1994], and a halt of the rise is not in sight [Indermühle et al., 1999; Conway et al., 1994]. The principal reason for this trend is increased emissions associated with human activities, such as combustion of fossil fuel, cement manufacture, and land use change [Keeling et al., 1989]. Carbon dioxide is one of the most important and long-lived anthropogenic greenhouse gases, accounting for more than half of human-induced radiative forcing [Intergovernmental Panel on Climate Change, 2001]. While much progress in understanding the global carbon cycle has been made, we still lack an adequate understanding of many of the important components of the system. Among them is the nature and
spatiotemporal distribution of the land carbon sink implied by atmospheric and oceanic carbon inventories [Sabine et al., 2004] when combined with fossil fuel burning emissions [Marland et al., 1985; Andres et al., 1996; Keeling et al., 1989; Tans et al., 1990].

[5] One method to estimate carbon sources and sinks is by inverse modeling of atmospheric transport using CO$_2$ concentration observations [Rayner et al., 1999; Bousquet et al., 2000; Gurney et al., 2002; Rödenbeck et al., 2003]. The method estimates spatiotemporal fluxes by optimizing the mismatch between modeled and observed atmospheric concentrations and the deviation of the flux estimates from prior estimates. These inverse calculations tend to be very sensitive to data uncertainty and model biases, and thus the inclusion of a priori information about fluxes is commonly used to regularize the inversion [Enting et al., 1995]. This Bayesian approach allows simultaneous estimation of an arbitrarily large number of individual fluxes, on the basis of prescribed constraints about spatial and temporal patterns and their covariance structure. All inverse modeling studies published so far are based on observations from a sparse network of near surface atmospheric sampling sites. Furthermore the network is biased toward ocean locations [e.g., Bakwin et al., 1995; Gloor et al., 2000]. The number of surface stations is on the order of 100. In addition, there are continuous records measured on a few tall tower stations, as well as several locations where aircraft are used to measure vertical profiles. Thus, while inversion studies give important insights on the nature of interannual flux variability, the magnitude of the estimates remains of a more qualitative rather than quantitative nature [e.g., Gloor et al., 1999, Rödenbeck et al., 2003], in large part owing to the observational sampling issues discussed above and transport model uncertainties.

[6] Satellite remote sensing of CO$_2$ permits in principle to sample the atmosphere with much higher density in space and time compared to the current situation. It has thus the potential to reduce strongly the uncertainties of the atmospheric transport inversion approach to estimate carbon sources and sinks. Indeed, several studies that evaluated potential improvements in the results of atmospheric inversion using such data [Rayner and O'Brien, 2001; Houweling et al., 2004] confirmed that carbon flux uncertainties would be reduced substantially, assuming unbiased retrievals with normally distributed errors.

[7] Chedin et al. [2002, 2003] pioneered the retrieval of CO$_2$ in the upper troposphere from infrared radiances observed on the NOAA Television and Infrared Observation Satellite Next Generation (TIROS-N) Operational Vertical Sounder (TOVS). The retrievals exhibited qualitatively the expected seasonal cycles and main spatial gradients [Chedin et al., 2003]. In May 2002, the AQUA satellite, which carries the Atmospheric Infrared Sounder (AIRS) instrument, was launched by NASA. Compared to the HIRS-2 (High Resolution Infrared Sounder-2) instrument on TOVS, the AIRS instrument samples the infrared spectral region with a much higher spectral resolution. AIRS covers the 3.7-$\mu$m to 15.4-$\mu$m region with a spectral resolution of $\lambda/\Delta\lambda = 1200$ [Aumann et al., 2005], recording 2378 channels. In comparison, HIRS-2 measures 20 channels in the 4.3-$\mu$m to 15-$\mu$m spectral regions, with a spectral resolution between 50 and 100. Taking advantage of these new data, Crevoisier et al. [2004] and Engelen et al. [2004] and Engelen and McNally [2005] have recently developed methods for atmospheric CO$_2$ retrieval and have begun to estimate atmospheric CO$_2$ using data from the AIRS instrument.

[8] These recent retrievals using AIRS data should still be viewed as experimental in nature. It is therefore important to confront and analyze these satellite retrievals with our best knowledge and expectations of atmospheric CO$_2$, before using them to make conclusions about carbon sources and sinks. While the CO$_2$ distribution at mid-to-upper tropospheric levels (the atmospheric region where AIRS is mainly sensitive to CO$_2$) is heavily undersampled, at least some insight can be gained from simulation results of the expected signal using atmospheric transport models and “credible” estimates of surface carbon sources and sinks. The study we present in this paper is dedicated to a comprehensive comparison of the AIRS retrievals of Engelen and McNally [2005], with forward model predictions based on the CO$_2$ flux estimates of Rödenbeck et al. [2003] used as boundary conditions in the TM3 and LMDZ models. We will first give the necessary information on the satellite-based retrievals and CO$_2$ simulations used here, in order to put the results of the comparisons into perspective. Next, we will discuss in a zonal mean context the upper troposphere CO$_2$ signal that is expected from a modeling perspective, given our best knowledge of surface processes and atmospheric transport. An analysis of similarities and differences between retrievals and simulation predictions will then be presented, starting from spatially and temporally averaged quantities, and proceeding gradually from coarser to finer-scale spatial features. We will then summarize and discuss the value of the AIRS data to constrain analyses of carbon cycling and tropospheric transport.

2. Methods

2.1. AIRS CO$_2$

2.1.1. Retrieval Approach

[8] AIRS CO$_2$ retrievals for the year 2003 used in this study were obtained with a column estimation method that was implemented in the ECMWF 4D-Var data assimilation system by Engelen et al. [2004] and Engelen and McNally [2005]. The main principle employed is that radiiances in the thermal infrared region (3.7–15.4 $\mu$m) are sensitive to both temperature and, to a lesser extent, the concentration of CO$_2$. If temperature profiles can be estimated with high accuracy, then the remaining difference between predicted and observed radiances can be attributed to CO$_2$ (assuming perfect spectroscopy and radiative transfer modeling) [e.g., Chedin et al., 2003; Crevoisier et al., 2003]. More formally, the relation between the radiance observed by the satellite,

$$I_\text{mod} = F_{\text{mod},\nu}(\text{CO}_2; \alpha) + \varepsilon_\text{meas},$$

at a set of frequencies $\nu$, which are selected optimally with respect to signal to noise, is inverted within the framework of the ECMWF 4D-Var data assimilation system. Here CO$_2$ stands for the CO$_2$ profile along the line of sight of the satellite instrument, $\alpha$ represents the remaining parameters that characterize the thermodynamic state and atmospheric condition of the profile, and $\varepsilon_\text{meas}$ is the measurement error.
The function $F$ is approximated by the solution of the radiative transfer equation for a nonscattering plane-parallel atmosphere in local thermodynamic equilibrium, and is a nonlinear function of the CO$_2$ profile [see Engelen and McNally, 2005]. Because inversion of equation (1) is an ill-posed problem, the following functional, \[ J = \frac{1}{C_0} \left( I - F_{\text{model}} \right) S^{-1}_{\text{meas}} \left( I - F_{\text{model}} \right) + \left( \text{CO}_2_{\text{prior}} - \text{CO}_2 \right) S^{-1}_{\text{prior}} \left( \text{CO}_2_{\text{prior}} - \text{CO}_2 \right), \] is minimized instead. Here CO$_2_{\text{prior}}$ is an a priori prescribed CO$_2$ profile and $S_{\text{meas}}$ and $S_{\text{prior}}$ are the error covariance matrices of the measurements and of the a priori CO$_2$ profile, respectively. The other relevant parameters in the radiative transfer equation (temperature, water vapor, and ozone) are initially provided by the model forecast and are adjusted within the assimilation at the same time as CO$_2$, using various sources of observations. All observations are bias corrected to fulfill the requirement of unbiased statistics. The bias correction used by ECMWF is based on 1 month of radiance model prediction versus observation comparisons. The retrieval results presented here are based on a temporally and spatially uniform prior CO$_2$ distribution, and with prior estimate of 376 ppm and prior uncertainty 30 ppm. Instrument and observation errors are assumed to be uncorrelated and to be 0.6 K. Eighteen channels were selected that are sensitive almost exclusively to mid and upper tropospheric CO$_2$. The vertical distribution of the sensitivity of the radiances to CO$_2$, measured at the 18 frequencies, is given in Figure 1 (reproduced from work of Engelen and McNally [2005]).

### 2.1.2. AIRS Characteristics and Spatiotemporal Retrieval Coverage

AIRS was launched into a 705-km-altitude polar orbit on the EOS Aqua aircraft on 4 May 2002, and has an expected on-orbit lifetime of 7 years. The instrument field of view is 1.1°, corresponding to a nadir footprint of 13.5 km on the surface. The scan angles vary from 49°S to 49°N.
Figure 2b. AIRS retrieval average error per $1^{\circ} \times 1^{\circ}$ grid box for two 2-month periods.

Figure 2c. Comparison of TM3 simulated CO$_2$ (ppm) mixing ratio with surface CO$_2$ (ppm) observations from NOAA/CMDL. Surface observation records (black lines) have not been used to estimate fluxes which are used to simulate model.
The satellite crosses the equator at approximately 1:30 am and 1:30 pm, resulting in global coverage twice a day. Most clouds are opaque at the radiance frequencies used in the CO₂ estimation. In order not to lose all information about the atmospheric profile in the presence of clouds, McNally and Watts [2003] developed a cloud detection scheme that identifies which channels are not affected by clouds. Within the ECMWF data assimilation system, this scheme identifies and removes those AIRS channels that are affected by clouds, and keeps only those channels which are cloud free. CO₂ estimates were only used when all 18 AIRS CO₂ channels were not affected by clouds. CO₂ estimates were only used when all 18 AIRS CO₂ channels were not affected by clouds. The typical number of uncontaminated data samples observed by AIRS is displayed in Figure 2a. These sampling frequencies range from 10 to 90 per 1° × 1° grid box per month. As expected, the coverage is large in subsidence regions (~50 profiles per month) but very low in the ITCZ region (0–10 profiles per month). The figures indicate that month to month variability of data coverage is low.

2.2. Model Predictions of Atmospheric CO₂

[10] Atmospheric CO₂ is predicted in this study by applying CO₂ fluxes estimated by Rödenbeck et al. [2003] as boundary conditions in the atmospheric transport models TM3 [Heimann and Körner, 2003] and LMDZ [Sadourny and Laval, 1984; Hourdin and Armengaud, 1999]. Using a similar method as described by Rödenbeck et al. [2003] and using atmospheric CO₂ concentration data based on 39 surface stations the fluxes cover the period of 1996 to 2003 with approximately weekly temporal resolution [Rödenbeck, 2005]. Both model simulations start in January 2000 and end in December 2003. For the comparisons, the last year of the simulations (year 2003) is used. A limited
assessment of the realism of these fluxes is provided by a comparison of the concentration predictions at stations not used for the inversions to estimate surface fluxes (Figure 2c). These station records have been excluded deliberately from the inverse calculations because of concerns of data quality, limited temporal coverage or representability of the station in models with the model resolution employed in this study. The fairly good agreement indicates that the surface flux estimates are quite realistic but that there are limitations particularly at high altitude stations like Waliguan (WLG). Reasons for differences may be related to measurement problems and representation problems of the stations, however a detailed analysis is out of scope of this paper.

2.2.1. Atmospheric Transport Models

Both atmospheric transport models employed in this study solve the continuity equation for an arbitrary number of atmospheric tracers on a regular grid spanning the entire globe. The horizontal resolution of the TM3 model is 4° × 5° latitude by longitude with 19 sigma-coordinate layers in the vertical. Transport in TM3 is driven by meteorological fields derived from NCEP (National Center for Environmental Prediction) reanalysis [Kalnay et al., 1996]. Tracer advection is calculated using the slopes scheme of Russell and Lerner [1981]. Vertical transport due to convective clouds is computed using the cloud mass flux scheme of Tiedtke [1989], and turbulent vertical transport is computed using the stability dependent vertical diffusion scheme of Louis [1979]. TM3 requires, as input, global fields of vertical diffusion coefficients and cumulus cloud transport fields. The cloud transport fields consist of entrainment and detrainment rates in updraft and downdraft, as well as updraft and downdraft mass fluxes. These are calculated in the preprocessing stage from meteorological analyses of geopotential height, surface pressure, horizontal wind, temperature, and specific humidity. Finally, surface fluxes of latent heat are used [Heimann and Körner, 2003] by TM3.

Figure 3b. Same as Figure 3a, but for second half of year 2003.
The second atmospheric tracer transport model used in this study is the LMDZ general circulation model (GCM), which is used here with a horizontal resolution of $2.5^\circ \times 3.75^\circ$ latitude by longitude and 19 sigma coordinate layers in the vertical. The model solves the full dynamic equations for winds. The model-calculated winds are then relaxed toward ECMWF analyzed meteorology with a relaxation time of 2.5 hours, in order to force transport to reproduce the observed large scale advection [Bousquet et al., 2005]. The model uses the advection scheme of Hourdin and Armengaud [1999]. Deep convection is parameterized using the Tiedtke [1989] scheme, and turbulent mixing in the boundary layer is based on work by Laval et al. [1981]. The main differences between the two models are first the relaxation time of 2.5 hours, in order to force transport to reproduce the observed large scale advection [Bousquet et al., 2005]. The model uses the advection scheme of Hourdin and Armengaud [1999]. Deep convection is parameterized using the Tiedtke [1989] scheme, and turbulent mixing in the boundary layer is based on work by Laval et al. [1981]. The main differences between the two models are first the
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**Figure 4.** Zonally averaged monthly mean potential temperature ($^\circ$K) plotted over zonally averaged monthly mean TM3 simulated CO$_2$ (ppm) mixing ratio for March and April 2003. Solid black arrows indicate mixing along the isentropes, and dashed arrows indicate mixing across isentropes. The tropopause is marked by a curved white line, and lower boundary of AIRS weighting function is marked by a solid straight white line.

![Figure 5](image2.png)

**Figure 5.** Zonally averaged CO$_2$ between $60^\circ$S and $60^\circ$N, as retrieved by AIRS and simulated by TM3 and LMDZ.
spatial resolution, with TM3 having a coarser resolution than the LMDZ model. Second, the LMDZ model is a full GCM that is used in a nudging mode, whereas TM3 is an off-line model which uses analyzed winds for time stepping the discretized transport equation. Third, the meteorological fields used to solve model transport equation differ. The sub-grid-scale parameterizations of the two models are rather similar.

2.2.2. Surface Fluxes

Using essentially the same method as described by Rödenbeck et al. [2003] the CO$_2$ surface fluxes of the atmospheric transport inversion study by Rödenbeck [2005] vary approximately weekly and cover the period from 1996 to 2003; they are based on near-surface CO$_2$ concentration data from 39 stations of the NOAA/CMDL network (update of Conway et al. [1994]). The inverse calculations are based on the TM3 model, and have been regularized assuming exponentially decaying spatial a priori correlations of the fluxes, in concert with prescribed prior fluxes in a Bayesian framework. The spatial resolution of the fluxes is $8^\circ \times 10^\circ$ latitude by longitude. More detailed information is available in the original manuscripts by Rödenbeck et al. [2003] and Rödenbeck [2005].

2.3. Specifics of Model Sampling for Retrieval Model Simulation Comparison

For all comparisons, we restricted ourselves to the latitude band between 60°N and 60°S, because the AIRS retrieval error estimates become very large at high latitudes (Figure 2b), and thus the retrievals are of limited use for constraining carbon sources and sinks at the surface. AIRS retrieval average errors in Figure 2b were calculated taking spatial and temporal error correlations into account following Engelen and McNally [2005]. To perform a proper comparison between the retrievals and the model simulations, the simulations are sampled at the same locations and same times as the retrievals. For each AIRS column observation, the model is sampled below the tropopause height only. This is because AIRS retrievals are based on weighting functions modified to be zero above the tropopause [Engelen and McNally, 2005]. Tropopause height is estimated using the algorithm employed by ECMWF, which is based on the WMO (1957) lapse-rate criterion as implemented by Reichler et al. [2003]. The samples are then weighted with the mean weighting function in Figure 1. The simulations permit comparison only up to a constant offset. The offset we added to the simulations is the difference between the annual mean AIRS signal and the annual mean weighted CO$_2$ simulation results, covering the 60°S to 60°N region of the globe.

3. Comparison of AIRS Retrievals With Model Simulations

3.1. Expected Signals and Conceptualization of Model Lower-to-Upper Troposphere Transport

The upper troposphere region (where AIRS is sensitive to CO$_2$) is only indirectly related to surface fluxes via
lower troposphere transport, and thus the effect of surface fluxes on concentrations in this region is not entirely obvious. To gain intuition about the nature of signals that are likely to be seen by AIRS, and which transport routes are responsible, it is therefore instructive to consider model predictions. Specifically, we analyzed the latitude-height sections of atmospheric CO$_2$ for the four seasons (Figures 3a and 3b), using both the TM3 and the LMDZ model. Similar to the situation near the Earth’s surface, upper troposphere CO$_2$ is dominated by the interplay between fossil fuel emissions, located mainly in the Northern Hemisphere midlatitudes, and the seasonal cycle of carbon release and uptake by the land vegetation in the Northern Hemisphere. As a result, Northern Hemisphere upper troposphere concentrations exhibit a clear seasonal cycle that weakens toward the tropics and is largely absent in the Southern Hemisphere. Compared to the lower troposphere, signals are generally weaker and somewhat lagged, and the regions where N-S gradients are largest are shifted latitudinally compared to the surface region. In the upper troposphere, the largest gradients occur around 30°N and 30°S (this is particularly visible in the top two panels of Figures 3a and 3b), while in the lower troposphere gradients are located more to the north to about 50°N. The shift of regions with the largest gradients is a reflection of the effect of tropospheric transport on surface concentrations.

A tentative conceptual view of pathways from the surface to the upper troposphere in the Northern Hemisphere region is overlaid on top of isentropes (surfaces of constant potential temperature) calculated from the 2003 NCEP reanalysis (NCEP/NCAR reanalysis data provided at http://www.cdc.noaa.gov/) and atmospheric CO$_2$ simulated with TM3 (Figure 4). In these models, CO$_2$ isosurfaces tend to be aligned outside the tropics with constant potential temperature surfaces. This is a reflection that air parcel motion in the mid-to-high latitude free troposphere is, to first order, adiabatic. Equivalently, this indicates that tracer dispersion along isentropic surfaces is much faster than across isentropic surfaces. Largest concentration gradients in the upper troposphere indeed occur where the potential temperature surface curve the strongest; presumably this is related to the “potential vorticity barrier” located there [Mahlman, 1997].

A characteristic of the troposphere that is important for transport to the tropical upper troposphere is that potential temperature surfaces in the Northern Hemisphere midlatitudes slope differently in the lower troposphere compared to the upper troposphere. As a consequence, one pathway for Northern Hemisphere midlatitude air, laden with fossil fuel CO$_2$, to pass to the upper tropical troposphere is via the northern mid-to-high latitudes. Lower troposphere air is dispersed toward the midtroposphere mainly along upward sloping constant potential temperature surfaces and to a lesser degree across isentropes. In the jet stream regions, air masses are mixed across isentropes (and across potential vorticity gradient) by breaking tropospheric cyclone waves into the tropical upper troposphere [Mahlman, 1997].

An alternative pathway is the dispersal of CO$_2$ laden air in the Planetary Boundary Layer (PBL) toward the tropics, and subsequent transport to the upper tropical troposphere via deep convection. To obtain a measure of the roles played by parameterized tropical convection for lower troposphere–upper troposphere CO$_2$ transport we have repeated all the model simulations but with parameterized convective transport turned off. Surprisingly, the lack of parameterized tropical convection did not change the CO$_2$ signatures in the upper troposphere to a great extent indicating that the pathway via Northern Hemisphere mid-to-high latitudes may be most important for lower-to-upper troposphere tracer transport from midlatitudes.

In summary, from simulations we expect similar seasonality in upper troposphere CO$_2$ as is observed near the ground, but of a lower magnitude and with time delays compared to the timing of surface fluxes on the order of 1 month. We also expect the largest concentration gradients around 30°N, on the basis of the atmospheric potential temperature distribution and the differences in simulated upper tropospheric CO$_2$. However, this result depends upon the relative roles of the two transport branches sketched above.

### 3.2. Comparisons

#### 3.2.1. Temporal Structure

The lowest order diagnostic, the spatially averaged CO$_2$ distribution (Figure 5), reveals overall a qualitatively good agreement between retrievals and models. The amplitude of the seasonal variation of the signals is very similar.
There is a difference in the timing of the increase of carbon dioxide just after the phase of decrease due to summer drawdown, caused by photosynthesis on land. This may be an indication that the models exaggerate the upward propagation of surface signatures during late summer and autumn. Alternatively, surface fluxes may be biased in time, or there may be a bias in the retrievals. One element that is absent in the AIRS retrievals is the trend caused by continuous burning of fossil fuels. Atmospheric surface concentration records from CMDL show that the growth of atmospheric CO$_2$ in 2003 was not unusually low. Furthermore, the observed stratospheric CO$_2$ growth rate generally follows closely the observed growth rate at the earth surface [Boering et al., 1996]. Therefore atmospheric data seem to support the model simulations rather than the retrievals in this regard. It is interesting to note that the AIRS retrievals sampled at the location of high altitude stations like Hawaii do exhibit a similar trend recorded by the high-altitude station itself [Engelen and McNally, 2005]. This indicates that the averaging procedure may hide some of the trend information contained in the retrievals.

In order to visualize the degree of agreement and disagreement on a finer, but still somewhat coarse, spatial scale, the monthly mean time series for a few randomly selected regions covered mostly by land are displayed in Figure 6. For the Sahara and Indonesia regions, the agreement is again surprisingly good, while it is worse for the Mongolia region. For the Sahara region, there is again somewhat of a delay in the phases of increase and decrease associated with the upward propagating seasonal surface signal, compared to simulations. The AIRS-based signal over Mongolia is less smooth and its seasonality is less expressed. The reason for the disagreement is not clear. Generally, model simulations are closer to one another than to AIRS retrievals.

Next, we compared zonal mean seasonal signals averaged over 5° latitude bands (Figure 7). Amplitudes of the seasonal signal, and its decrease with decreasing latitude, agree well between AIRS retrievals and model simulations. The amplitude of the retrievals tends to be slightly smaller, particularly in the tropics and Southern Hemisphere. There are, however, some differences in the phasing of the seasonal signals. The onset of the summer drawdown signal simulated by LMDZ in the Northern Hemisphere, between the equator and 25°N, precedes the retrievals by approximately 1 month. These, in turn, precede the TM3 simulations by 1 month. The reason for the different phasing between the models is likely due to differences in

Figure 8. Zonal mean CO$_2$ (ppm) versus time for the year 2003. (a) TM3 simulated surface CO$_2$ (ppm) mixing ratio, (b) TM3 weighted column CO$_2$ (ppm), (c) LMDZ weighted column CO$_2$ (ppm), and (d) AIRS retrievals weighted column CO$_2$ (ppm).
lower-to-upper troposphere transport. In particular, LMDZ may communicate surface fluxes too fast to the upper troposphere, while TM3 may be too slow. A possible explanation for model differences may be differences in across-isentropical mixing, due to differences in the meteorological fields (NCEP versus ECMWF). A related but somewhat different reason may be that the LMDZ model is a full GCM used in a data assimilation mode, while TM3 uses NCEP meteorological fields directly (i.e., without modifications). The point at which CO₂ begins to increase again in autumn agrees well between all estimates in the zone from the equator to 25°N, but retrievals lag both simulations by approximately 2–3 months in the tropics and in the Southern Hemisphere. It could be an indication of misrepresentation of transport in the models. A lag is expected if the pathway of the Northern Hemisphere fossil fuel burning signal toward the tropics is via high latitudes, and subsequently the upper troposphere. On the other hand, if the Northern Hemisphere fossil fuel burning signal is dispersed latitudinally by mixing in the planetary boundary layer first and then communicated to the upper troposphere by convection, the lag is likely to be smaller. It is interesting to note here that over the western Pacific the AIRS retrievals compare very well in terms of amplitude and phase with in situ flight observations [Engelen and McNally, 2005]. A similar picture emerges when comparing zonal mean fields as a function of time (Figure 8). While there is a clear N-S propagation of the Northern Hemisphere spring maximum CO₂ signal discernible in the TM3 and LMDZ simulations, due to fossil fuel burning and the absence of photosynthesis on land in the winter, the AIRS retrievals reveal a maximum signal that occurs almost instantaneously over the entire latitude range (60°S–60°N). Further analysis of the AIRS estimates indicates that there is a potential for bias outside the tropical area. Depending on the difference between real stratospheric CO₂ values and stratospheric values used in the assimilation radiative transfer model, a bias of up to 2 ppmv can end up in the estimates. This suggests that the use of AIRS estimates outside the tropics likely has to be limited. An alternative explanation is that, in these models, the pathway of Northern Hemisphere midlatitude fossil fuel burning CO₂ to the upper tropical troposphere is biased toward the high latitude pathway at the cost of the convection mid- and low-latitude pathway.

### 3.2.2. Spatial Gradients and Patterns

As will be evident from the comparison of the 2-D spatial patterns, there is a land-sea contrast in the AIRS signals. We therefore consider not only the global zonal mean gradients but also separately the mean gradients for land and ocean regions (Figure 9). Generally, as in the previous comparisons, the intermodel agreement is better than the agreement between the simulations and the AIRS
retrievals. Also, differences between model predictions and retrievals are generally larger outside the tropical region extending approximately from 30°S to 30°N possibly because of the increase in retrieval biases outside the tropics mentioned earlier on. Looking into greater detail, there is quite good agreement in the latitudinal gradients during summer and autumn, but there is disagreement north of 30°N during winter and spring, when simulations predict a strong increase around 30°N. The AIRS retrievals do not show such an increase. When comparing signatures over oceans versus land, the discrepancy is larger for ocean regions in the Northern Hemisphere, while it is larger for land regions in the Southern Hemisphere. The ocean-land separation reveals that AIRS retrievals are quite different over land compared to the oceans in the extratropics. Furthermore, the temporal variance of AIRS retrievals over land is generally substantially larger than over the oceans, a feature that is not expected from atmospheric transport considerations alone.

We also compared the simulated and retrieved spatial patterns for the four seasons separately (Figures 10a and 10b). The retrieved CO₂ fields have more fine scale spatial structure and are much less zonally symmetrical than the model simulations. During the first half of the year, the simulations exhibit a north-south gradient in the Northern Hemisphere, but the retrievals do not exhibit such a gradient. The gradient predicted by TM3 is somewhat larger than predicted by LMDZ, indicating that LMDZ is more diffusive than TM3.

There are also some specific features in the retrievals that are suspicious at first sight. During the first 8 months of the year, there is an elevation in CO₂ concentrations over North America that is not shown by the model simulations. Elevated CO₂ values are also seen to the west of Africa during May to June 2003, which is reminiscent of dust.
blown from the Sahara to the tropical Atlantic. As already pointed out earlier, this increased CO$_2$ can either be due to biomass burning, or to an adverse effect of aerosol scattering on the CO$_2$ estimation. Extensive study of the retrievals in these areas did not reveal any obvious error sources. Further validation needs to be done, but little data for validation is available for these areas during 2003.

4. Summary and Outlook

The comparisons presented here convey a somewhat mixed message regarding the use of CO$_2$ from AIRS observations for constraining carbon cycling. On the one hand, the good agreement of key large-scale signatures of atmospheric CO$_2$, like the seasonal cycle caused by the Northern Hemisphere land biosphere, or the decrease of the magnitude of this signal with latitude, is encouraging evidence that CO$_2$ from AIRS observations has the potential to reveal new aspects of the carbon cycle. The comparisons also indicate that model simulations using two different transport models using the same extrapolated surface fluxes agree more closely with one another than with the retrievals. This raises the possibility that modeled transport is similarly biased in both models. To test this possibility, it is necessary to confront model predictions of upper troposphere tracer concentrations with independent observations. This calls for upper troposphere transport tracer data like SF$_6$ and CO$_2$, which are currently sparse. At the same time, it forces us to investigate tracer transport from the planetary boundary layer to the upper troposphere in more detail. On the other hand, there are features in the retrievals that cannot be easily explained, and this clearly requires further investigation as well.

CO$_2$ surface flux estimates based on inversions of atmospheric transport and atmospheric data are very sensitive to systematic errors in the data [Gloor et al., 1999]. The sensitivity to data errors grows strongly with the decrease in the strength of the CO$_2$ signal, and thus with height above...
ground. Because of the dilution of surface sources and sinks due to mixing in the troposphere, their signature is substantially degraded in the upper troposphere compared to the planetary boundary layer. As a consequence, surface fluxes estimated using upper troposphere CO$_2$ will be particularly sensitive to retrieval biases, and therefore any significant bias in the AIRS retrievals are deleterious to the quality of surface flux estimates. Chevallier et al. [2005] noticed that current individual AIRS retrievals have a much larger variability at any given latitude than the corresponding modeled concentrations, which may be caused by significant regional biases in the retrievals. We therefore conclude that CO$_2$ retrieved from space might eventually help to constrain carbon cycling, and help improve the modeling of transport in the mid and upper troposphere. However, further improvements in the retrievals in concert with independent evaluation of lower-to-upper troposphere transport modeling are a prerequisite.
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