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[1] We compare global magnetohydrodynamic (MHD) simulation results with an empirical model and observations to understand the magnetic field configuration and plasma distribution in the inner magnetosphere, especially during geomagnetic storms. The physics-based Lyon-Fedder-Mobarry (LFM) code simulates Earth’s magnetospheric topology and dynamics by solving the equations of ideal MHD. Quantitative comparisons of simulated events with observations reveal strengths and possible limitations and suggest ways to improve the LFM code. Here we present a case study that compares the LFM code to both a semiempirical magnetic field model and to geosynchronous measurements from GOES satellites. During a magnetic cloud event, the simulation and model predictions compare well qualitatively with observations, except during storm main phase. Quantitative statistical studies of the MHD simulation shows that MHD field lines are consistently under-stretched, especially during storm time ($\text{Dst} < -20 \text{ nT}$) on the nightside, a likely consequence of an insufficient representation of the inner magnetosphere current systems in ideal MHD. We discuss two approaches for improving the LFM result: increasing the simulation spatial resolution and coupling LFM with a ring current model based on drift physics (i.e., the Rice Convection Model (RCM)). We show that a higher spatial resolution LFM code better predicts geosynchronous magnetic fields (not only the average $B_z$ component but also higher-frequency fluctuations driven by the solar wind). An early version of the LFM/RCM coupled code, which runs so far only for idealized events, yields a much-improved ring current, quantifiable by decreased field strengths at all local times compared to the LFM-only code.


1. Introduction

[2] The inner magnetosphere is most dynamic during magnetic storm intervals. This dynamism is characterized by various phenomena, including disturbances in the auroral zone, radiation belt activity, ring current formation, and worldwide ground magnetic field fluctuations. Understanding storm time features and their time evolution will be beneficial for describing the disturbed space environment and for assessing space weather effects. From another perspective, describing the innermost magnetosphere is important to provide inner boundary constraints to global magnetospheric models.

[3] Theories and observations have revealed many of the interesting physical interactions that couple the solar wind, magnetosphere, and ionosphere system. However, modeling this time-varying, coupled system and predicting Earth’s space weather are still under development. The plasma sources, particle energization, and transport mechanisms in the inner magnetosphere remain unclear, thus limiting our ability to simulate the evolution of magnetic field topology and plasma distribution during magnetic storms. In addition, limited computational resources constrain numerical modelers to simulate these regions using simplifying assumptions.

[4] Comprehensive, global magnetospheric models simulate Earth’s magnetosphere. There are two major categories of these global models: data-based empirical models and MHD physics-based numerical simulations. The series of
Tsyganenko models [Tsyganenko, 1987, 1989, 1995, 2002a, 2002b; Tsyganenko et al., 2003; Tsyganenko and Simov, 2005], developed over the past two decades, are semi-empirical magnetospheric field models. The community uses them broadly for various applications, largely because they are easy to use and more readily available to users. These models rely on sometimes sparsely sampled data, so testing the models under different conditions and then quantifying their strengths and limitations is beneficial for model users. With increasing computational capabilities available recently, global MHD simulations are now a practical higher-level tool to explore the global, dynamic space environment [Janhunen and Hauskönen, 1993; Ogino et al., 1994; Winglee, 1998; Raeder, 1999; Powell et al., 1999; White et al., 2001; Tanaka, 2003; Lyon, 2004; Toth et al., 2005]. Despite the limitations inherent to ideal MHD, the global MHD codes describe the magnetosphere reasonably well, but not always perfectly. In this paper, we explore the ability of the Lyon-Fedder-Mobarry (LFM) MHD code [Lyon et al., 2004] to predict the inner magnetosphere environment during geomagnetic storm events.

[5] Accurately modeling the time-dependent global magnetic field is important for understanding the microscopic and macroscopic behavior of charged particles in the inner magnetosphere. During magnetic storm intervals, the dramatic change of magnetic fields in the inner magnetosphere is presently very difficult to predict, both in empirical models and in MHD simulations. Models that simulate time-dependent variations of the plasmasphere, ring current, and radiation belt all use time-dependent global magnetic fields as inputs, and these fields can significantly alter model results [Moldwin et al., 2002; Toffoletto et al., 2004; Elkingston et al., 2004]. As the inner magnetosphere magnetic field configuration changes during active periods, charged particles redistribute quickly and broadly [Reeves et al., 2005]. Consequently, verifying the accuracy of these global field models under different conditions is essential to many related modeling efforts in the inner magnetosphere. In addition, quantifying model performance provides crucial information for future model improvement.

[6] Several studies [Thomsen et al., 1996; Pulkkinen, 2001] tested early versions of the Tsyganenko models (Tsyganenko [1989, 1995], respectively), by comparing the model outputs with magnetic field measurements from GOES satellites. These studies showed that the Tsyganenko models predict the field strength at geosynchronous orbit reasonably well for long-term variations. However, the earlier models over-stretch magnetic field lines on the nightside during both quiet and disturbed periods. Recently, Tsyganenko developed new model versions that use larger data sets and better algorithms. Full evaluation in the published literature of these recent models [Tsyganenko, 2002a, 2002b; Tsyganenko et al., 2003] has not yet occurred.

[7] The Geospace Environment Modeling (GEM) grand challenges successfully coordinated a broad range of computational models to assess the models’ capabilities to reproduce and explain aspects of substorm event and magnetic reconnection [Birn et al., 2001; Raeder et al., 2001; Ridley et al., 2002]. For the LFM code, validation efforts have taken two forms: case studies and statistical. For example, simulation outputs have been compared with magnetic field observations for single event studies [Fedder et al., 1997; Goodrich et al., 1998; Pulkkinen and Wiltberger, 2000] and also with long-term plasmasheet flow patterns derived from years of Geotail measurements [Gould et al., 2004]. While common features exist between the simulated results and observations in the latter study, there are also some differences. Gould et al. [2004] proposed that the lack of gradient and curvature drift physics in the LFM code explains the discrepancy between simulation results and satellite observations.

[8] In this paper we present a comprehensive study of the LFM code, the Tsyganenko storm model [Tsyganenko et al., 2003], and GOES observations during magnetic storm intervals. We compare the simulation- and model-predicted fields with geosynchronous measurements for a major storm event. We explore global features of these models by comparing the magnetic field configurations, current systems, and pressure gradients at storm main phase. In the discussion session, we quantify the MHD code degree of accuracy over a long-term simulation interval. Finally, we suggest several possible methods to improve model performance and explore them qualitatively and quantitatively. In sum, the goals of this study are, first, to understand the global structure and dynamical evolution of the inner magnetosphere field and plasma during magnetic storms, and second, to quantify and compare the ability of the LFM code and Tsyganenko storm model to reproduce the storm time magnetosphere.

2. LFM MHD Code

[9] Global MHD modeling is a valuable and powerful tool for exploring the vast and complex geospace environment. The Lyon-Fedder-Mobarry (LFM) code used in our study is one of the major three-dimensional MHD codes used to simulate Earth’s magnetosphere [Lyon et al., 2004; Wiltberger et al., 2004]. The simulation domain spans 30 $R_E$ upstream to 300 $R_E$ downstream in the $X$ direction, and +100 to $-100 R_E$ in the $Y$ and $Z$ directions. The simulations use solar wind data from satellites (e.g., Wind or ACE) as the upstream boundary condition. They solve the MHD equations using a total variation diminishing scheme [Lyon et al., 2004]. A special computational grid based on distorted spherical coordinates is used in the simulations, with polar axis aligned with $X$ direction in solar magnetic (SM) coordinates. The grid is distorted in the radial and polar directions to allow finer resolution in regions of interest such as the magnetopause, bow shock, inner magnetosphere, and magnetotail. This grid structure provides finer-scale computation in those regions where gradient-scale lengths are shorter, yet still keeps the simulation time tractable. For a standard resolution run, the number of cells on the radial, azimuthal, and polar axes are 53, 24, and 32, respectively. For detailed definition and information of the LFM grid, please see Lyon et al. [2004, Figure 4 and section 3.2]. The radial grid size at geosynchronous orbit is 0.4 $R_E$ on the dayside and 0.5 $R_E$ on the nightside. The azimuthal and polar grid sizes are closer to 1 $R_E$. The inner boundary of the simulation domain is a 2 $R_E$ radius sphere centered on Earth, where the cell sizes are less than 0.3 $R_E$. Field-aligned currents (FAC) that flow across the inner boundary map along dipole field lines to a two-dimensional electro-
static ionosphere model. The reduced speed of light used in the Boris correction [Boris, 1970] is between 1500 and 3000 km/s for the MHD runs.

[10] Current major global MHD codes are generally similar in many regards. They attempt to reproduce Earth’s magnetosphere by solving similar versions of the MHD equations, but typically using different grid structures and numerical methods. Single-fluid MHD cannot fully describe the physics of certain regions in the magnetosphere. Consequently, we need to understand the general limitations of the MHD simulations and use them with caution in such regions.

[11] In the inner magnetosphere there are overlapping particle distributions with a wide range of energies, such as the cold plasmasphere, hot ring current, and energetic radiation belt particles. The MHD simulations solve for a single number density and temperature to represent the magnetospheric plasma. However, a single-fluid characterization is not always sufficient to describe this complicated region. For example, the MHD simulations do not explicitly include gradient and curvature $B$ drifts known to be important for describing the ring current and radiation belt populations. Lack of drift physics in combination with the perfect conductivity assumption may affect the simulation results during storm times, when the ring current builds up rapidly, thus reducing the field strength in the inner magnetosphere. Coupling the LFM MHD code with a ring current model would likely improve the simulation results and early attempts of one such coupling, that is underway, are reported here.

[12] To understand how well the LFM code predicts the storm time inner magnetosphere with these known existing limitations, we validate the simulation results with in situ observations. However, during a single storm event we can only compare the MHD results to satellite data at sparsely sampled points as a function of time. We cannot generally show the global predictive ability of the simulations, except in some limited sense. Therefore we appeal to empirical models in order to supplement our study and compare simulation output throughout a larger volume. A summary of these global empirical models follows below.

### 3. Tsyganenko Model

[13] The series of Tsyganenko models are empirical magnetic field models. They reproduce the global average of dynamic states of Earth’s magnetosphere, based on large quantities of spatially distributed satellite measurements and flexible parameters. The Tsyganenko models have evolved along with the progressive knowledge of space physics. The earliest Tsyganenko models [Tsyganenko and Usmanov, 1982; Tsyganenko, 1987, 1989] represented the global distribution of the average magnetic field as a function of the $Kp$ index. Over time, the models have improved to include explicit representations of the region 1 and 2 Birkeland current systems, symmetric and partial ring currents, and a warped tail current sheet. Physically relevant quantities, including the upstream solar wind and IMF, and the $Dst$ index, parameterize the current models. The model data-fitting method has also advanced with time, from the amplitude of the external field sources being dependent linearly on solar wind inputs, to nonlinear saturation of these sources during extreme conditions. Tsyganenko models provide global static views of Earth’s magnetosphere which mimic the time-evolving magnetosphere with minimal computer time. However, because these models are data based and because extreme conditions are rare, model users should be especially cautious when using these earlier model versions for large storm events.

[14] The Tsyganenko 2003 model (noted as T03 or T01_S [Tsyganenko et al., 2003]) aptly reproduces the stormy magnetosphere. The magnetic field data set of this recent model includes 37 storm events that occurred between 1996 and 2000, using most of the available satellite data in the inner magnetosphere. In addition to solar wind data and the $Dst$ index, this new model also uses time-integration indices (G2 and G3) as inputs to capture the geomagnetic coupling effects between the solar wind and the magnetosphere. The magnetosphere responds nonlinearly during strongly disturbed intervals, so nonlinear fitting methods treat the saturation characteristics during extreme conditions. Both of the time-integration effects and the nonlinear interpolation of the current calculation limit the growth of the field sources for active conditions. Since the storm event in our study is included in the 2003 model data set, we should expect the T03 model to reproduce this storm very well. Therefore, we chose T03 as our standard baseline empirical model for our MHD comparison on a more global scale.

### 4. Case Study: Event Description

[15] The storm event we selected for thorough examination is a magnetic-cloud-associated storm during 24–26 September 1998 (denoted as Sep98). It is a storm selected for study by the GEM community and has features of typical major storms. Figure 1 shows the solar wind conditions and the $Dst$ index for this event. The top and middle panels of Figure 1 show solar wind number density, velocity and ram pressure, and IMF components in GSM coordinates, measured by the Wind spacecraft at $\sim R_E$ upstream (180, 15 and 10 $R_E$ in GSM Cartesian coordinates). Using the $Dst$ index (bottom panel) as an indication of storm event evolution, this event has typical storm features. The solar wind pressure pulse arrived slightly before 25 September and produced a classic storm sudden commencement. A prolonged southward IMF that lasted for approximately 12 hours, which created the large magnetic field disturbance and $Dst$ minimum of $\sim 213$ nT, followed thereafter. These solar wind data, that span prestorm, storm, storm recovery, and poststorm conditions, serve as inputs for the MHD simulations as well as the Tsyganenko storm model. We compare predictions of these two model magnetospheres with satellite observations.

[16] Magnetic field measurements from geosynchronous satellites provide one test of the predictive skill of both magnetospheric models. NOAA GOES satellites provide continuous magnetic field and energetic particle flux data at geosynchronous orbit. In our case study we use the magnetic field measurements from GOES 8 and 10 to compare with model results. Black curves in Figure 2 and 3 show the GOES data, corrected for the known $\sim 7$ and 1 nT offset from the Z component in spacecraft coordinates according to Tsyganenko et al. [2003]. We plot the vector components of magnetic field in dipole coordinates. The dipole (or
The geomagnetic coordinate system is defined so that its $Z$-axis is parallel to the magnetic-dipole axis. The $Y$-axis is perpendicular to the geographic poles such that if $D$ is the dipole position and $S$ is the south pole, $Y = D \times S$. The $X$-axis completes the triad. In this way, changes in each component easily show storm effects in addition to the diurnal variations. The dark circles at the bottom of the panels denote when the GOES 8 and 10 satellites are at local midnight ($\approx$0500 and 0900 UT, respectively). During storm main phase, the $B_z$ component decreased and the $B_x$ component increased in magnitude, indicating that field lines stretch owing to a strong growth of the cross-tail current system.

5. Quantitative Case Study

In this section we assess the magnetic field predictions from the LFM code and the Tsyganenko model by comparing with GOES observations during the Sep98 storm event. Because the T03 model included this event in the data set from which it was constructed and because it reproduces the magnetic fields at geosynchronous orbit very well, we use it as a proxy to study the global aspects of the LFM code at other locations. We first compare the three-dimensional magnetic field configurations of these two models before the storm and during storm main phase. Then we study the current systems and pressure gradients inferred from both models to understand the differences between the simulated magnetic field structures near the equatorial plane.

5.1. Comparison With GOES Magnetic Field Measurements

Figures 2 and 3 show the magnetic field comparisons of GOES 8 and 10 data, the T03 model, and the MHD simulation results during the Sep98 storm event. The top three panels are the vector components of the magnetic field.
in dipole coordinates and the bottom two panels are the magnetic field magnitude and elevation angle. Elevation angle is defined such that 90 degrees (0 degrees) means the field line is perpendicular (parallel) to the equatorial plane. The black lines are the measurements from GOES satellites after correcting the systematic offset. The red lines are the predicted values of the Tsyganenko storm model at the GOES positions using time-dependent upstream solar wind inputs from the Wind satellite and the Dst index. The green lines are the fields predicted by the MHD simulation at the same GOES locations using the same solar wind inputs, except we set IMF $B_x$ to zero for simplicity. The LFM code fields are computed from a standard resolution grid using reduced speed of light of 3000 km/s.

During most of the quiet periods, before the storm and during the recovery phase, the predictions of the MHD simulations and the T03 model agree with the observed fields fairly well. However, the predictions are not as good during the storm main phase (9/25, 0000–1200 UT) and particularly when GOES satellites are on the nightside (9/25 and 9/26 early UT day). In terms of field component magnitudes, the T03 model predicts the storm time magnetic fields better than LFM during most of the storm interval, except the $Y$ component during storm main phase. The MHD simulations predict lower (higher) magnitude for the $X$ ($Z$) component and a good fit for the $Y$ component. The MHD simulations are able to reproduce the small time-scale variations driven by the solar wind much better than the T03 model, especially during storm main phase in the $Z$ component. In the elevation angle plot, the MHD simulations predict constantly higher angles throughout the event. This indicates the MHD field lines at geosynchronous orbit are not stretched enough compared to observations and the T03 model, especially during storm main phase and on the nightside.

Figure 2 and 3 demonstrate that the LFM code has certain strengths and weaknesses in reproducing magnetic fields of a major magnetic storm at geosynchronous orbit. Comparison with GOES data shows how well the MHD simulations capture the small time-scale variations in the magnetic field strengths and directions.

**Figure 3.** The same comparison as Figure 2 using GOES 10 data.

**Figure 4.** Three-dimensional magnetic field configurations of the T03 model and the MHD simulations, viewed from dawn at an angle above the equator, before storm (top) and during the main phase (bottom). The field lines are traced from points on a 6.6 $R_E$-radius circle on the GSM equatorial plane, and at eight equispaced local times. The tick marks on the axes are 10 $R_E$ apart and the Sun is toward the right of both panels.
Simulations predict the field at one point as a function of time, but not its global performance. To investigate the ability of the MHD simulations in reproducing the storm time inner magnetosphere at all local times and throughout the inner magnetosphere, we next study the simulation results globally within the model domain. We know that the T03 model predicts the magnetic field very well at geosynchronous orbit and that it was constructed with and constrained by measurements made throughout the entire inner magnetosphere volume. Therefore we assume that it predicts well everywhere in the inner magnetosphere and use the T03 model as a proxy for global simultaneous observations.

5.2. Comparison of Simulated Field Configurations, Current Systems, and Pressure Gradients

[21] To compare the field topology of both global models, we trace magnetic field lines at all local times. Figures 4a and 4b are three-dimensional magnetic field configurations viewed from dawn at an angle above the equator, before the storm (top panel, 9/24, 1359 UT) and during the main phase (bottom panel, 9/25, 0522 UT). Representative field lines of the MHD simulations (green curves) and the T03 model (red curves) are traced from points on a 6.6 $R_E$-circle on the GSM equatorial plane, and at eight equispaced local times. The tick marks on the X and Y-axes are 10 $R_E$ apart. The Sun is toward the right in both panels.

[22] Before the storm, the MHD simulations and the T03 model have very similar dipole-like field configurations; the T03 model field lines are only slightly more stretched than the MHD simulation result. During storm main phase, both the MHD and T03 fields stretch more relative to prestorm conditions. However, the MHD magnetic field lines are not as stretched as the T03 model at all local times, especially on the nightside. On the dayside, the MHD open field lines indicate the magnetopause location moves into 6.6 $R_E$.

[23] We note that we only have confidence in the T03 model predictions where observations (i.e., at geostationary orbit for this event) confirm the model output. Since the occurrence of major storm events ($Dst$ minimum $<-200$ nT) is low and the data needed to construct empirical models are sparse, it is very difficult to predict empirically the magnetospheric magnetic fields during extreme conditions. Overdriving the parameterized ring current or tail current during large storms can even create artificial sites of reconnected field lines in the inner magnetosphere or unrealistic stretched field lines. To understand more quantitatively field configuration differences between the T03 model and the LFM code, we next explore the near-equatorial current and pressure gradient distributions in these models during storm main phase.

[24] Figures 5a and 5b show the current systems calculated from the T03 model and the MHD simulation at the equatorial plane during the storm main phase (9/25, 0522 UT). Current magnitudes perpendicular to the local magnetic field are shown, calculated from both models by taking the curl of the local magnetic field ($J_i = \frac{[\nabla \times B] \times B}{\mu_0 |B|}$) according to Ampere’s Law (with $dE/dt \sim 0$). The color scales of these two current maps are the same and range from 0 to 10 nA/m$^2$, with a 1.5 $\times$ 1.5 $R_E$ data smoothing. The white dashed lines denote the location of geosynchronous orbit, centered on Earth. For the MHD simulation, a ring-current-like feature builds up on the nightside during storm main phase, where and when the field lines become more stretched from their original dipole-like shape. Nevertheless, the intensity is too weak to reduce the simulation field strength and yield enough stretching as was observed.

[25] If the models are in magnetohydrostatic equilibrium and the slow flow approximation applies to the inner magnetosphere, then we can assume that the $J \times B$ force balances the plasma pressure gradients. Previous studies showed that Tsyganenko models are approximately consistent with pressure balance [Spence et al., 1987; Lui et al., 1994; Zaharia and Cheng, 2003]. Figures 5c and 5d are maps of the plasma pressure gradient ($\nabla P = |J \times B|$) calculated in both models. At geosynchronous orbit, as with the current systems, the MHD simulation has weaker pressure gradients than the T03 model at all local times. Several limitations inherent to the LFM code may contribute to these differences. The MHD simulation does not include ionospheric outflow, which is a major heavy ion plasma source during storms. In addition, the MHD simulation is a single-fluid and therefore does not contain energetic ring current particles; particles in this nonthermal part of the distribution can carry much of the energy density in the inner magnetosphere during storm time. We note that sunward $E \times B$ drifts create some pressure pile up in the inner magnetosphere in the MHD simulation. However, only gradient and curvature $B$ drifts can support and maintain a realistic, asymmetric ring current around Earth. A discussion of methods that can improve the performance of the MHD simulation in this regard follows next.

6. Discussion

[26] We have compared the MHD simulation with the Tsyganenko storm model and GOES data for a major storm event. The results show that both of these global models have their own strengths and weaknesses when predicting the storm-time inner magnetosphere. There are elements of the MHD code that work well, but others that do not, including the lack of realistic current systems. We have shown this to be a problem in this particular event. To identify if this is a recurrent problem in the LFM code when reproducing other storm or nonstorm intervals, we repeat the model and data comparison with more MHD results.

6.1. Statistical Study of Inner Magnetosphere MHD Simulations During Storms

[27] We simulated nine magnetic storm intervals using upstream solar wind measurements (Wind or ACE) and the standard simulation grid. We also simulated a 2-month, storm-free interval for comparison. The nine storm intervals include 14–18 May, 2–5 September, and 6–9 November 1997; 22–25 September and 21–24 October 1999; 6–9 April 2000; 21–25 October 2001; 16–20 April 2002, and the Sep98 event. These storms are representative of storms with $Dst$ minima ranging from $-98$ to $-318$ nT, including three storms selected for study by the GEM community. For the 2-month storm-free simulation, we use Wind data from the interval between 23 February and 28 April 1996. There are two simulation gaps at the end of March and mid-April.
due to Wind’s perigee passes. There are always two GOES satellites in operational mode. We use all available GOES data in the statistical study.

We extract the magnetic fields at the GOES position in geosynchronous orbit from the nine storm intervals as well as the 2-month simulation interval and compare with the GOES observations. To quantify this comprehensive time-series comparison, we bin the difference fields between the MHD outputs and GOES observations \( (\Delta B = B_{\text{MHD}} - B_{\text{GOES}}) \) according to GOES local time. The \( \Delta B \) value chosen to quantify each local time bin is the median value of each bin. Figure 6 shows the binned residual fields \( (\Delta B_x, \Delta B_y, \Delta B_z) \) and elevation angle difference, sorted according to storm \( (Dst < -20 \, \text{nT}) \) and nonstorm \( (Dst \geq -20 \, \text{nT}) \) conditions.

For nonstorm periods (red curves), the LFM code predicts the \( B_x \) and \( B_y \) (upper two panels, from left to right) components at geostationary orbit well within \( \pm 10 \, \text{nT} \) from the observed value at all local times. However, the simulated \( \Delta B_z \) (lower left panel) component systematically deviates from these small values regardless of local time, ranging between about 10 nT on the dayside and 30 nT on the nightside. During stormy conditions (blue curves), the MHD predictions of \( B_x \) and \( B_z \) are consistently higher than observed, especially on the nightside. Again, the simulations predict the \( B_y \) component very well, with small residuals at all local times. The elevation angle comparison (lower right panel) shows that the MHD field lines are not stretched enough at all local times but especially for storm periods and in the midnight sector. As discussed in section 5, we believe this is mainly due to the lack of sufficiently realistic current systems in the MHD simulations, especially during major storm events and on the nightside. In the following sections, we discuss such constraints of the LFM code and several ways for improving the simulation predictive shortcomings quantified in Figure 6.

Figure 5. (a, b) Current systems and (c, d) plasma pressure gradient maps calculated from the T03 model and the MHD simulations at the equatorial plane during storm main phase, with a 1.5 \( \times \) 1.5 \( R_E \) data smoothing. The white dashed lines denote the location of geosynchronous orbit.
6.2. Pathways to Improve the MHD Simulations

In section 6.1 we confirmed and quantified systematic differences between the MHD predictions and observed properties of the inner magnetosphere. Global MHD codes are relatively sophisticated representations of the large-scale structure and dynamics of Earth’s magnetosphere, but several factors limit model performance. For instance, the adapted grid cells of the LFM code may still be too large, leading to numerical diffusion which affects the simulation results. In addition, the single-fluid MHD simulations necessarily fail to describe the energy-dependent inner magnetosphere where gradient and curvature $B$ drifts become important, particularly during storm times. $E \times B$ drifts carry plasma pressure inward to the inner magnetosphere region to establish a weak ring current. However, lack of the gradient and curvature $B$ drifts in combination with the frozen-in flux condition in the MHD code, result in unsustainable realistic pressure gradients. In addition, the lack of mass transport between the magnetosphere and the ionosphere, such as ionospheric outflow and electron precipitation, may alter the simulation results significantly. Polar and FAST satellites both observed intense ionospheric outflows during the Sep98 event [Moore et al., 1999; Strangeway et al., 2000]. A multifluid MHD code could quantify the contributions of an ionospheric plasma source using the same computational scheme as in the single-fluid model. Sparse knowledge of global ionospheric outflow characteristics limits attempts to include such effects in MHD codes, so we defer further discussion of this topic. Next, we assess the first two possible steps that may help improve simulation results: grid resolution and drift physics.

6.2.1. Increased LFM Code Grid Resolution

To test how the MHD grid resolution affects the simulation result, we run the Sep98 storm again but with a higher resolution computational grid. For the standard MHD run, the grid size at geosynchronous orbit is between 0.3 and 0.5 $R_E$. The higher resolution grid doubles the cell numbers in both the radial and azimuthal directions, and keeps the cell numbers in the polar direction the same, yielding grid sizes of 0.15 $R_E$ on the dayside and 0.25 $R_E$ on the nightside. Increasing simulation resolution reduces the numerical diffusion between the grid cells particularly important where sharp spatial gradients exist. When grid resolution is increased, the gyroradius of a representative plasmasheet proton can occasionally approach the simulation scale at localized points in the far tail ($>40 R_E$). While this might be of concern for tail physics, it will not affect our study of the inner magnetosphere.

In Figures 7 and 8 we show simulation results from both the standard and the double resolution MHD runs.
compared with the GOES 8 and GOES 10 data. The higher resolution MHD run (magenta curves) predicts the $B_z$ component better than the standard run, with reduced field strengths on the nightside during stormy conditions. It also better reproduces the very fine timescale variations observed in the $B_x$ and $B_y$ components. On the other hand, the higher resolution run predicts the magnitude of $B_x$ and $B_y$ nearly identically to the standard resolution run. Table 1 shows the relative improvement of the double resolution MHD run, compared to the standard resolution run and

Figure 7. Comparisons of both the standard and the double resolution MHD results and the GOES 8 field measurements. The black lines are measurements from GOES 8. The green and magenta lines are the MHD predicted results from the standard and the double resolution grids at the GOES 8 positions.

Figure 8. The same comparison as Figure 7 using GOES 10 data.
Table 1. Root-Mean-Square (RMS) Difference Between the Observed Magnetic Field and That Predicted by MHD Standard and Double Resolution Runs, and the Tsyganenko 2003 Model, on the GOES 8 and 10 Orbit During the Sep98 Event

<table>
<thead>
<tr>
<th></th>
<th>GOES 8 Orbit</th>
<th></th>
<th>GOES 10 Orbit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B_x$</td>
<td>$B_y$</td>
<td>$B_z$</td>
</tr>
<tr>
<td>MHD standard</td>
<td>37</td>
<td>13</td>
<td>39</td>
</tr>
<tr>
<td>MHD double</td>
<td>40</td>
<td>14</td>
<td>26</td>
</tr>
<tr>
<td>T03 model</td>
<td>13</td>
<td>19</td>
<td>18</td>
</tr>
</tbody>
</table>

Tsyganenko 2003 model. We calculate the root-mean-square difference between the observed magnetic field and that predicted by models in vector components and magnitudes for both GOES 8 and 10 orbits during the Sep98 storm.

[33] Ideally, increased model grid resolution in the MHD simulations should provide better predictive results. However, computation time scales as the fourth power of the spatial resolution improvement. Higher resolution runs thus become more expensive and at some point become impractical for model users.

[34] Increasing cell resolution in the simulations will improve model performance only to a certain level. Increasing resolution yields diminishing returns when the spatial gradients inherent to the modeled physics are already well resolved. At some point, only including the full drift physics in the code can help the MHD simulations reproduce a more realistic storm-time magnetosphere. Figures 7 and 8 suggest that additional physics, in addition to increased spatial resolution, are required.

6.2.2. Coupling LFM With a Drift Physics Ring Current Model

[35] The ongoing effort of coupling the global MHD codes and the Rice Convection Model (RCM) [Harel et al., 1981] should yield a better predictive representation of Earth’s inner magnetosphere [Toffoletto et al., 2004; De Zeeuw et al., 2004]. Lack of magnetic field stretching in global MHD codes has been a known problem and was first addressed by De Zeeuw et al. [2004], who coupled the RCM to the BATS-R-US global MHD code. Simulations of idealized mildly disturbed events [De Zeeuw et al., 2004; Toth et al., 2005] showed increased stretching of magnetic field lines in the magnetotail. Similar results were earlier found with the coupled RCM-Equilibrium Code, where the magnetic field is adjusted to maintain force equilibria with the RCM-computed pressures [Toffoletto et al., 2001].

[36] The RCM is an inner magnetosphere model that computes particle drifts, currents, and electric fields assuming an isotropic pitch angle distribution of particles on closed magnetic field lines. This multifluid code includes energy-dependent transport of magnetospheric particles owing to gradient and curvature $B$ drifts. At geosynchronous orbit, the RCM ionospheric grid cells, when mapped out along magnetic field lines from the ionosphere to the equatorial region, are less than 0.1 $R_E$ in the perpendicular dimensions, which is finer than even the double-resolution LFM grid. The main weakness of RCM is the use of preexisting external global magnetic fields as model inputs, fields that are not consistent with the computed particle pressure. In the fully coupled LFM/RCM code, LFM will provide RCM with magnetic fields that are consistent with the MHD momentum equation. RCM will perform drift physics in these fields to provide realistic plasma pressure and density, fed back to the MHD code, which may cause a significant inflation of the magnetic field, mostly on the nightside. Much of the mechanics of this coupling is described conceptually by Toffoletto et al. [2004].

[37] Successful coupling between a global MHD code and the RCM has been reported by the Michigan group [De Zeeuw et al., 2004; Toth et al., 2005]. LFM/RCM coupling is still in development and is not yet ready to run real event studies. Instead, we perform a comparison of presently available coupled LFM/RCM and LFM-only results using idealized inputs. We assess the effect of the ring current by running both models with identical inputs: solar wind density of $5 \text{ cm}^{-3}$ and a solar wind speed of $400 \text{ km/s}$ aligned along the $X$ direction. Both the IMF $B_x$ and $B_y$ components are zero throughout the run. We start the run with an IMF $B_z$ of $-5 \text{ nT}$ for a couple of hours, and then switch the IMF northward for an hour, then switch it back to southward for the rest of the run. This yields a weakly energized magnetosphere with an inferred $Dst$ of $\sim-15 \text{ nT}$, as predicted by the model of [Temerin and Li, 2002]. The current version of the RCM used in the LFM assumes a zero dipole tilt; a new version that eliminates this assumption is under development [Wolf et al., 2006]. Unlike the LFM alone, in the coupled LFM/RCM code results, plasma pressure builds up around Earth and forms a complete but weak ring current at the end of the simulation. Figure 9

Figure 9. Magnetic field configurations of the LFM-only (green lines) and the coupled LFM/RCM (white lines) codes viewed from dawn at an angle above the equator. The field lines are traced from points starting at 2 $R_E$ radius, geomagnetic latitude of 67 degrees, and at seven equispaced local times.
comparing magnetic field topology between the LFM-only (green) and the LFM/RCM (white) results. The field lines are traced from points starting at 2 $R_E$ radius, geomagnetic latitude of 67 degrees, and at seven equispaced local times. The current systems in the LFM/RCM code stretches out field lines at all local times compared to the LFM-only run, especially on the nightside. The $B_z$ field residuals between the two codes ($\Delta B_z = B_{z,LFM} - B_{z,LFM/RCM}$) are $\sim10$ nT at noon and $\sim45$ nT at midnight, comparable to the field residuals between LFM-only and GOES data for nonstorm condition (see Figures 5 and 6). This suggests that the LFM/RCM coupled code will reproduce the non-storm-time inner magnetosphere much better by including the essential drift physics. This preliminary result is promising, though more investigations are required before reaching firm conclusions, especially during storm conditions.

7. Conclusions and Summary

[38] Our study compared LFM MHD code results with the Tsyganenko 2003 storm model and the GOES observations in order to understand the storm-time configuration of the inner magnetosphere and the performance of global MHD simulations. The physics needed to describe the evolution of the inner magnetosphere magnetic fields and plasma during magnetic storms is complicated and difficult to simulate. The limitations of global MHD codes, such as not including important nonideal MHD physics, unspecifed initial and boundary conditions, and demand on computational resources, constrain their ability to reproduce the time-dependent magnetosphere accurately. Therefore it is important to validate the MHD simulations with observations to understand and quantify the practical limits of the global codes [Ridley et al., 2002; Spence et al., 2004].

[39] We note that the Tsyganenko 2003 storm model overall reproduces the magnetic field at geosynchronous orbit very well throughout the entire Sep98 storm. The greatest difference between the model prediction and data is $\sim50$ nT during storm main phase, but with differences generally much lower. The T03 model predicts the geosynchronous fields better than the MHD simulations even for several storm events not included in T03 model data set. However, the Tsyganenko models are temporally and spatially averaged views of the dynamic magnetosphere, so they do not reproduce small timescale field variations as well as the MHD simulations. Even though constructed from sparse satellite data in time and space, the T03 model describes the storm-time field configuration of the inner magnetosphere with impressive success. Nevertheless, outside the model spatial domain and during extreme conditions, model users should use it with caution. In regions and conditions of validity, the T03 model provides useful baseline predictions of the inner magnetosphere to evaluate the accuracy of MHD simulations.

[40] We explored LFM model performance through case study analysis. During the September 1998 storm ($\text{Dst}_0$ minimum of $-213$ nT) both the LFM code and the Tsyganenko model predict well the magnetic field strength and basic variations throughout the event, when compared with the observed fields from the GOES 8 and 10 satellites. The T03 model predicts the magnetic field better than the MHD simulation in $B_z$ and $B_y$ components. However, the LFM code better simulates the more rapid magnetic field fluctuations that result from variable solar wind driver inputs. Comparing the magnetic field configurations, the T03 modeled field lines stretch more than the MHD simulated field lines, particularly on the nightside and during the storm main phase. Pressure gradient maps (inferred from maps of $J \times B$) show that the MHD simulation has an insufficient current system in the inner magnetosphere and overestimates the field strength (by as much as $\sim100$ nT in the $B_z$ component) during storm main phase.

[41] To assess whether features seen in the case study are persistent trends, we also performed statistical comparisons. In our statistical study, we compared the MHD results of nine magnetic storms and a 2-month-long simulation with geosynchronous satellite measurements. For nonstorm periods ($\text{Dst} \geq -20$ nT), the MHD simulated magnetic fields in the $X$ and $Y$ components are comparable to the observed fields, being well within $\pm10$ nT. The simulated $Z$ component systematically differs from observations by $~10$ nT on the dayside and $\sim30$ nT on the nightside. Under storm conditions ($\text{Dst} < -20$ nT), the residual fields between the simulations and observations follow the same trends but are even larger, especially on the nightside.

[42] These statistical results suggest that the lack of a sufficient inner magnetosphere current system in the LFM could be the source for the model/data discrepancy for all solar wind conditions and local times. We discussed two other known limiting factors of the simulations and explored their effects. First, increasing the simulation spatial resolution will reduce possible numerical diffusion occurring between cells in regions of sharp gradients, such as the inner magnetosphere during storms. We find that a high spatial resolution run develops greater plasma pressure in the inner magnetosphere and also reduces the $B_z$ strength by $\sim50$ nT during storm main phase, both partial improvements of model predictability. Second, we assess the importance of drift physics effects in the ring current region by comparing the LFM code with and without these non-MHD features included. Using preliminary results from an ongoing coupling effort of the LFM and RCM models, we find that with non-MHD features included the plasma pressure increases significantly and the magnetic field lines become more stretched. Both quantitative changes are needed for improved comparison with observations.
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