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ABSTRACT

SOLAR FLARES: THE ONSET OF MAGNETIC RECONNECTION AND THE STRUCTURE OF RADIATIVE SLOW-MODE SHOCKS

by

Peng Xu
University of New Hampshire, May, 1992

This is a theoretical study of magnetohydrodynamic (MHD) processes associated with magnetic reconnection in large solar flares and other related eruptive phenomena. Magnetic reconnection is a basic process by which magnetic energy is converted into heat and kinetic energy, and it is thought to provide the necessary energy source for solar flares. Both analytical and numerical methods are used in the thesis to model two principal processes associated with reconnection in flares, namely: (1) the effect of magnetic reconnection on the evolution and loss of magnetic equilibrium before and during the flare; and (2) the structure of the radiative slow-mode shocks that are theoretically predicted to be produced by magnetic reconnection during flares.

The first process, which is the subject of Part I of the thesis, determines the effect of magnetic reconnection in the corona upon the loss of equilibrium triggered by the slow evolution of the field lines mapping to the region in the photosphere where the flare occurs. The quasi-static MHD equations are solved for a magnetic field configuration which satisfies line-tied boundary conditions during the eruption of the flare. The line-tied boundary conditions mean that the photospheric foot points of field lines cannot move during the course of the flare. Such boundary conditions occur because the inertial mass of the photosphere plasma is much greater than that of the corona. The effect of magnetic reconnection upon the equilibrium of the field is investigated by assuming three distinct characteristic time scales for three different physical
processes, namely the convective time scale $\tau_p$ (days) for motion in the photosphere, the reconnection time scale $\tau_r$ (hours) for reconnection in the corona, and the Alfvén time scale $\tau_A$ (minutes) for wave propagation in the corona. Magnetic energy can be gradually stored in the corona in a time period of $\tau_p$ as the system evolves through a series of equilibria until it reaches a point where no nearby equilibria are available. In the vicinity of this point a small perturbation is sufficient to disrupt the equilibrium of the system.

The second process, which is discussed in Part II of the thesis, is the magnetic energy conversion occurring in slow-mode MHD shocks in a plasma where both radiation and thermal conduction are important. In the MHD theory of reconnection, standing slow shocks occur in the vicinity of a magnetic x-line, and it is these shocks which actually convert magnetic energy into heat and kinetic energy. In a radiative and conducting plasma a slow shock has a complex structure because it dissociates into an extended foreshock, an isothermal subshock, and a downstream radiative cooling region. The analysis here considers the slow shock in the limit that it becomes what is known as a switch-off shock. Two paired sets of such shocks are generated when magnetic reconnection occurs in a plasma where the magnetic pressure is very much stronger than the gas pressure. The research reported here shows that for typical flare conditions, about $2/3$ of the magnetic energy conversion in the slow shocks occurs in the subshock while the remaining $1/3$ occurs in the foreshock. It is also shown that no stable, steady-state solutions exist for radiative slow shocks in a coronal like environment unless the temperature in the radiative region downstream of the subshock falls below $10^5$ K.
INTRODUCTION

During last 50 years it has become clear to solar scientists that solar phenomena, such as sunspots, solar flares, prominence disruptions and coronal mass ejections (CME's), are due to the interactions of the plasma which makes up the solar atmosphere with the magnetic field produced in the interior of the Sun. Among these phenomena, large solar flares are of peculiar importance because they can eject material into interplanetary space while releasing an enormous amount of energy—$\sim 10^{32}$ ergs; greater than any other explosive phenomenon in the solar system. Furthermore, flare effects can have a significant impact on the terrestrial environment.

This thesis deals with large solar flares and related eruptive phenomena. Because the interactions of solar magnetic field with the plasma (i.e., solar atmosphere) are very complicated, we use the well known approximation of magnetohydrodynamics (MHD), which treats the plasma as a magnetized fluid. MHD provides an effective and powerful tool for understanding many plasma phenomena and it has been successfully used to explain and predict many phenomena in space physics and astrophysics. Although the MHD equations are approximate (see Krall and Trivelpiece, 1973), they still constitute a set of highly nonlinear equations which are very difficult to solve. Thus for this thesis, we have used both analytical and numerical methods to obtain rigorous solutions of these equations.

The thesis consists of two parts, corresponding to two aspects of the MHD model for large solar flares. The first part deals with the effect of magnetic reconnection on the evolution of magnetic field configurations, which can undergo sudden transition from stable to unstable equilibria. Magnetic reconnection is a basic MHD process by which the magnetic field is dissipated and magnetic energy is converted into heat and kinetic
energy. The second part focuses on the generation of the flare loops by magnetic reconnection. These loops, often referred to as 'post-flare loops' because they are seen after flare onset, are a consequence of heating by magnetic reconnection in the corona. In the MHD theory of reconnection, the heating is produced by slow-mode MHD shocks which have the special ability to convert magnetic energy into heat and kinetic energy no matter how small the electrical resistivity of the plasma is.

This thesis presents the first analysis of the effect of reconnection on a loss of magnetic equilibrium which occurs even when reconnection is absent, i.e., a loss of equilibrium due to an ideal-MHD process. The analysis considers a loss of equilibrium with three distinct characteristic time scales for the different physical processes in the flare eruption. Unlike previous models of eruptive flares which assumed either that reconnection occurs freely in the corona or that no reconnection occurs in the corona, we consider the more realistic intermediate case where reconnection is possible but constrained.

The study of the effect of radiation on the slow-mode MHD shocks in flare loops is also new. Previous studies have considered radiative gasdynamic shocks, radiative fast-mode MHD shocks, and slow-mode MHD shocks with no radiation. But little analytical work has been done so far on radiative slow-mode shocks. This is perhaps surprising because such shocks are almost certain to arise in any process involving magnetic reconnection in the corona.

Before proceeding further into details, a brief overview of the Sun will be given in this Introduction, followed by an outline of the general description and current understanding of solar flares and the related eruptive phenomena. Some general studies of the Sun and its physics are found in Priest (1982a), Zirin (1988), Stix (1989) and Foukal (1990). For more specific work on solar flare and related energetic

All quantities in this thesis are in general measured in rationalized mks units. However, some other commonly used units such as 'erg' (energy) and 'G' (magnetic field strength) may also appear in the text.

The Sun and its Interior

The radiation output of the Sun is $3.86 \times 10^{26}$ W, widely distributed in a range from radio waves to X-rays. The pressure, density and temperature inside the Sun are so high that it is in general impossible to observe photons originating below the surface which is called the photosphere. Therefore, until the recent development of solar seismology and solar neutrino telescope, the understanding of the interior structure of the Sun could be deduced only from observations of the photosphere and the overlying atmosphere.

All solar phenomena observed may in general be divided into two groups: quiet and active. The quiet Sun is viewed as a static spherically symmetric ball of plasma whose magnetic field is negligible. By contrast, the active Sun consists of transient phenomena, such as sunspots, prominences and flares, which are superimposed on the quiet atmosphere, and most of which owe their existence to the magnetic field (e.g., Priest, 1982a).

A schematic diagram of solar structure is displayed in Figure 1. In general, the interior of the Sun can be divided into three regions: the core, radiative zone and convection zone. As a consequence of the great gravitational attraction of the Sun's large mass, the extremely high temperature ($\sim 1.6 \times 10^7$ K) and density ($\sim 1.6 \times 10^5 \text{ kgm}^{-3}$)
Fig. 1. A schematic diagram of solar structure, showing a quarter of equatorial cross-section. The size of the various regions and their temperatures are indicated. The thicknesses of the atmospheres (photosphere and chromosphere) are not proportional to scale.
are reached in the core (from the center to about 0.25 $R_0$), enough for H to be fused to form He through thermonuclear reactions. The energy generated by thermonuclear fusion in the core is the source of radiant energy of the Sun. The core contains about half the mass of the Sun and generates 99% of the energy, in the form of photon and energetic particles. The region immediately outside of the core is the radiative zone, where the energy produced in the core is slowly transferred outward by radiative diffusion—the photons are randomly absorbed and re-emitted many times by surrounding material. The solar interior is so opaque that it takes about $10^7$ years for photons to reach the surface, instead of about 2 seconds, the time needed for light travels from the center to the surface. From the radiative zone outward is the convection zone (from about 0.7 $R_0$ to 1.0 $R_0$). Because the temperature and density decrease with distance from the solar center very rapidly, their gradients are too great in the convection zone for the material to remain in static equilibrium, and convective instability takes place. In the convection zone the energy is transported primarily via convection, i.e., mass motions which are seen evidently through the granulation and supergranulation on the surface. It is also generally believed that the Sun's magnetic field is generated in the convection zone by the magnetic dynamo mechanism (see, e.g., Roberts, 1967; Priest, 1982a)

**Solar Atmosphere: the Quiet Sun**

The visible solar atmosphere is divided into three principal layers according to different physical properties, namely, the photosphere, chromosphere and corona. None of these layers is sharply bounded; instead, they merge into one another. Figure 2 shows the variation of the temperature with height in the solar atmosphere. Here the height refers to the distance above the surface.
Fig. 2. The variation of the temperature with height in the solar atmosphere, based on Athay's model (Athay, 1976)
The photosphere ('light sphere') is the visible surface of the Sun. It is so named because most of the solar radiation is emitted from this layer of solar atmosphere. As the temperature and density continue to drop through the convection zone, it finally reaches a point where the photons from the interior are free from the absorption or scattering by surrounding media. Above it, the gases are almost entirely transparent, and below it they are opaque. The photosphere is a very thin layer (about 500 km thick) in which the temperature continues to decline from about 6600 K at the base to a minimum value of some 4300K at the top.

The photosphere is easier to study than the unseen regions below and transparent layers above. Radiation of all wavelengths from the photosphere enables us to obtain detailed observations of the Sun and its surface structure, which is crucial for the understanding of the solar interior and physics inside the Sun. The photosphere observation is also very important for studying and understanding the phenomena occurring at the upper solar atmosphere because these phenomena, such as solar flares and other eruptive phenomena are actually rooted in the photosphere. The most obvious feature of the photosphere is solar granulation (see, e.g., Stix, 1989, Fig. 3.4; Zirin, 1988, Fig. 6.8), a universal pattern composed of bright granules of complex polygonal shape, separated by narrow dark lanes. Other granule-like features of larger scales, such as the mesogranulation and supergranulation have also been observed (see, e.g., Stix, 1989, Fig. 6.15). These features are very important because mass motions of different scales in the convection zone just below the photosphere are manifested in the granulations. The bright granules are upwards-moving, hot parcels of plasma, while the dark intergranular lanes represent downwards-moving, cooler material. Some observed properties of these features are given in Table 5-1 of Foukal (1989).

The layer just above the photosphere is called the chromosphere ('color sphere') because of its reddish color, which can be seen around the limb (the Sun's edge) when the
photosphere is hidden during a total eclipse. This color is primarily due to the Hα line emission (the n=3 to n=2 transition in atomic hydrogen) occurring at the chromosphere temperature. As shown in Figure 2, the temperature rises monotonically through the chromosphere, from the minimum to roughly $10^4$ K at some 2000 km height, and then jumps rapidly to several times $10^5$ K in the transition region between the chromosphere and corona.

The chromosphere is highly non-uniform, as indicated in Figure 9-5 of Foukal (1990). The obvious features seen at the limb (e.g., Zirin, 1988, Fig. 7.5) are spicules. Similar features known as mottles (bright and dark) and fibrils are visible on the disk. Also visible is the chromospheric network which coincides the supergranulation boundaries. The magnetic field above supergranule boundaries continues to spread out with height and this causes the network to thicken with increasing temperature till it ceases to exist at coronal height.

The corona ('crown') is the outermost major layer of the solar atmosphere. It is a faint halo of very low density and high temperature, and only visible during total eclipses. However, the using of coronographs, which create artificial eclipse, makes it possible to observe the corona while no eclipse occurs. In addition to the white light seen, the corona may also be viewed directly by observing its emissions which are prominently in X-rays and UV due to its high temperature. However, this is usually done on board satellites and rockets to avoid the strong absorption of the Earth's atmosphere in these wavelengths. A large body of X-ray and UV coronal data has been collected by the Skylab and other spacecrafts since early 1970's. These observations provided insight for understanding the structure and dynamics of the corona.

The average electron density in the low corona is about several times $10^{14}$ m$^{-3}$, and this is usually enhanced by factors of 5 ~ 20 in many of the structures. The density
rapidly falls off with distance from the solar surface and eventually becomes less than \(10^{10} \text{ m}^{-3}\) at \(10R_\odot\). By contrast, the temperature of the corona is very high (\(1 \sim 3 \times 10^6 \text{ K}\)) and it falls off slowly in the outer corona, which is expanding outwards as the solar wind, to about \(10^5 \text{ K}\) at 1 AU. The mechanism of the coronal heating has long been a major issue in solar physics. However, it is well recognized that the magnetic field is responsible for transporting mechanical energy from the photosphere and/or the convection zone to the corona and converting it into thermal energy.

The most prominent structures of the corona are the large streamers extending roughly radial, as seen in Figure 9-10 of Foukal (1990). Other important structures are bright coronal loops of dense plasma, and large dark regions known as coronal holes (e.g., Zirin, 1988, Fig. 8.3); where the plasma is flowing out to give the solar wind. Figure 8.2 of Zirin (1988) shows clearly how the coronal structure is shaped by magnetic field, implying that the coronal loops represent regions where the magnetic fields are mainly closed whereas the coronal holes appear where the fields are predominantly open.

In open-field regions, the solar corona is not in hydrostatic equilibrium, but is continuously expanding outwards as the solar wind, and escapes along open field lines from coronal holes. The flow speed increases from very low value to super-Alfvénic (400 \sim 800 \text{ km s}^{-1}). It takes about 5 days for the solar wind to reach the Earth's orbit. Beyond the Earth, the solar wind is believed to extend out to interstellar space at 50 or 100 AU. The solar wind is far from uniform, some typical values of its properties at 1AU are given in Table 1.1 of Priest(1982a).

### The Active Sun: Transient Features

The active Sun exhibits rich and varied dynamical structures superimposed on the quite atmosphere. For example, a composite photograph of the Sun (Priest, 1982a, Fig.
1. 19) shows many of the important features. They include active regions (plages), sunspots, quite (active) prominences (filaments) and solar flares. These features appear at different levels in the atmosphere, and represent different ways in which the solar plasma is responding to the underlying magnetic field movement and development.

The active regions are the extended areas where spots, faculae, plages, filaments, and sometimes flares, occur together. They are most prominent when seen in soft X-ray imagings of the Sun (e.g., Zirin, 1988, Fig. 8.3). The active regions are developed from emerging flux regions where new magnetic flux emerges from below the photosphere, and flux prefers to appear in the equatorial belt within ±30° of the equator. New active regions have a tendency to develop near existing or remnant active regions. The mean field strength in active regions is enhanced to 100 G due to the flux concentrations. It in general takes 3 to 4 days for a well-developed active region (about 200,000 km across) to form: a sunspot group surrounded by photospheric faculae at lower level, and an X-ray enhancement at upper portion. The region continues to grow and reaches its maximum activity in 10 to 15 days, and then decays in a much slower manner. Most of the active regions are bipolar with the flux well-ordered into two islands of opposite polarity. Eventually, exhibited in the active regions are a rich variety of loop systems, including arch-filament system, active-region prominence (sunspot-loop), cool prominence, etc.; the later is often stretched out by differential rotation to become a huge quiescent prominence migrating towards the nearest pole. The dynamic nature of these loops and their motions is an active aspect of solar physics study.

Sometimes several active regions may appear simultaneously on the disk. These active regions, as indicated by Skylab data, are usually connected by arch or loop structures, which outline magnetic field configuration and provide channels for different types of disturbances to travel from one active-region to another.
Although most of transient solar phenomena occur in the active regions, some of them, such as quiescent prominence eruptions, may occur in regions far away from the active regions.

In contrast to the active regions, the sunspots are the most obvious features seen on white light photographs of the photosphere. These dark spots represent the most intense concentrations of magnetic flux in the active regions with central field of 2000 ~ 3000 G (may reach as much as 4000 G). As shown in Figure 1.24 of Priest (1982a), a typical sunspot consists of a central dark area called the *umbra* (diameter: 10,000-20,000 km, about 0.4 times the total spot diameter) surrounded by a less dark but more structured region called the *penumbra*. Sunspots are developed from the *pores*, usually grown in the flux concentration areas—junctions of three supergranule cells. Pores are darker than the surrounding photosphere and have no penumbrae (field ~ 1500 G). In general the sunspots are growing in a period between 3 and 10 days, and most of them disappear within a few days of forming, except some large ones (usually leaders) which may last over a few months. Typically, the sunspots are formed in pairs of opposite polarity, with loops connected in between. However, spots of unipolar and other complex polarity are also present. The darkness of the sunspots is due to their coolness. For example, the typical effective temperature of a spot umbra is about 3700 K, some 2000 K cooler than that of the surrounding photosphere. The reason for the coolness seems to lie in the blocking of horizontal convection by intense vertical magnetic fields (Foukal, 1990).

The sunspot activity (the number of sunspots and sunspot groups visible on the disk) exhibits a periodical behavior which represents the solar cycle. It becomes the index of solar activity because it reflects the variation of solar magnetic field activity correlated with all important solar phenomena.
Prominences are observationally defined as any Hα emitting plasma which occurs in the corona. Prominences appear bright at the limb (in eclipse) but dark on the disk in Hα photographs (see, e.g., Priest, 1982a, Figs. 1. 31 & 1. 33). They are often referred to as filaments when seen on the disk. The fact that prominences are seen in Hα indicates that they are composed of cool plasma (5,000-10,000 K) and are much cooler than the surrounding corona (2×10⁶ K). Despite of several different ways of classification, they can be divided into two basic types, i.e., the static prominences and the dynamic (i.e. active) prominences. The former includes quiescent and active-region prominences.

Quiescent prominences are extremely stable and huge structures which typically occur in the weak magnetic field region outside the active regions. Quiescent prominences may continue to growing for many months up to 1,000,000 km in length, while migrating slowly at the same time towards the nearest pole. Comparing with their surrounding corona, the quiescents are much cooler (∼ 7000 K) and denser (∼ 10¹⁷ m⁻³). The typical values for thickness, height, length and field strength are 5000 km, 50,000 km, 200,000 km and 5 ~ 10 G, respectively. On the other hand, active-region prominences always occur inside the active regions and are typically a factor of three to four smaller than the quiescent prominences, and they have stronger field (50 ~ 100 G) and lower height (at most 20,000 km), with magnetic field aligned approximately.

By contrast, dynamic prominences are dynamic structures with violent motions, often associated with solar flares, and last for minutes or hours. They are located in active regions and have higher field strengths (about 100 G), higher density (≥ 10¹⁷ m⁻³) and much higher temperature (> 10⁵ K). They have various types, such as surges, sprays, and loop prominences, all resulting from flares. In general dynamic prominences are much smaller than the quiescents.
Sometimes an active-region prominence or a quiescent prominence may become unstable and erupt; it ascends as an erupting prominence and eventually disappears; some of the material escapes from the Sun with solar wind while some descends back to the chromosphere. The active-region prominence eruptions are fast (10 ~ 30 min) and a large flare (often two-ribbon) occurs; while quiescent prominences erupt slowly (hours) and only a little brightening occurs. Often the prominences reform in the same place after eruptions.

**Solar Flares**

The solar flare is one of the most impressive solar phenomena, and large solar flares are the most powerful transient phenomena in the solar system. Most flares are associated with violent plasma motions — prominence eruptions and coronal mass ejections. The ejected plasma often carries a significant amount of energy and makes up an important part of the flare phenomenon. A rich variety of magnetic field activities combined with various dynamic structures and violent motions also make flares the most complex and exciting solar phenomena to observe and study.

**Brief Description**

Solar flares can be specifically defined as "intense, abrupt releases of energy which occur in areas where the magnetic field is changing because of flux emergence or sunspot motion deriving from flux emergence" (Zirin, 1988). A rapid brightening in Hα, which is most often observed, associated simultaneously with bursts in all different wavelengths across the electromagnetic spectrum, high-energy particle ejections and sometimes the coronal mass ejections gives a tremendous energy output, varying from $10^{22} \text{ J}$ in a subflare to $3 \times 10^{25} \text{ J} (3 \times 10^{32} \text{ erg})$ in the largest ones.
The optical flare observed in Hα has two basic stages: the flash phase in which the intensity and area of the emission rapidly increase, and the main (gradual) phase in which the intensity declines slowly. However, the observations in other wavelengths suggest that the flare is probably initiated and the energy released in a high-temperature regions above the cool Hα flare. This overlying region of coronal loops may be heated up to several times $10^7$ K, and manifests itself by showing two more distinct phases in addition to the coincidence with the flash and gradual phases. As seen in Figure 3, a preflare phase due to an enhanced thermal emission from the coronal plasma appears in the soft X-ray emission ($< 10$ keV) several minutes before the flare onset, and an impulsive phase caused by highly accelerated elections is sometimes present at the start of the flare, as indicated in the microwave and hard X-ray emissions. The events with no impulsive phase are known as thermal flares which tend to occur in less complex regions and have a slower rise to flare maximum. There is a great variation in the duration and complexity of the various phases. In a large event the preflare phase lasts typically 10 minutes (but up to an hour), the impulsive phase a minute, the flash phase 5 minutes (but sometimes an hour), and the main phase about an hour (sometimes as much as a day).

The flares also manifest themselves with a rich variety of dynamic structures. The smallest ones may appear in Hα or X-rays as small as unresolvable bright points which simply brighten and fade, without moving of changing their shapes; whereas the largest ones always exhibit complex structure and movements of both the ribbons and flare loop systems.

The energy source of a solar flare is the energy associated with stressed magnetic field. The stress is built up when the magnetic field in photosphere is changing because of flux emergence, while the lines of force in corona can not adjust themselves promptly in response to these changes because of 'frozen in' effect. This occurs most frequently at
Fig. 3. A schematic profile of the flare intensity in several wavelengths (after Priest, 1981).
the magnetic neutral lines where a prominence is supported by horizontal sheared field lines. Therefore, when the stress build up (i.e., the stored energy) exceeds certain critical value, the configuration becomes unstable and erupts outwards, the associated energy release usually produces a flare. Sometimes the prominence eruption is so violent that the matter of overlying corona can be ejected to the outer corona or interplanetary space, and a coronal mass ejection is also observed.

Flare Classification and Two-ribbon Flares

The solar flares are so complex that they have been classified in many different ways according to certain different observables; and each classification is expected to provide with some specific physical insight into the flare phenomenon.

Soft X-ray flare classification is probably the simplest classification which is based on the global output of soft X-ray during a flare: a flare is classified according to the measured X-ray flux in the 1 - 8 Å range of the spectrum (see, e.g., Tandberg-Hanssen, 1988, Table 1.1). Hard X-ray flares have been classified by Tanaka (1983) according to their sizes and altitudes of occurrence.

Since all flare classifications prior to the 1960's have relied on observations in the visible part of the spectrum, visual light classifications are also important. Hα flare classification, a dual form for importance classification (see, Tandberg-Hanssen, 1988, Table 1.2), is based on the area covered by a flare on pictures of the disk, combined with an index letter which indicates whether the intensity of the flare area is faint (f), normal (n), or brilliant (b). In this classification, flares smaller than about 3 × 10⁸ km² have generally been referred to as subflares. There are some other classifications based on the radio flux of the flares. For most flares, a good correlation exists between Soft X-ray classification and Hα classification. However, some flares rate as very important
in X-ray domain, while their visual output would classify them as minor events—and vice versa for other flares.

Despite so many classifications, flares are roughly divided into two main groups, i.e., small, compact (or simple-loop) flares and large, two-ribbon flares. This division is mainly for practical purposes—it is not the distinction between compact, in the sense of small, versus two ribbons that is important from a physical point of view, but rather whether the flare is confined or not (Švestka, 1986). A compact flare may occur in a large-scale unipolar region or near a simple sunspot. Such a flare consists of a small loop (or collection of loops) in the lower corona, and the flare emission is largely confined to the plasma in the loop. Eventually the emission dies away, without moving or changing shape. By contrast, a two-ribbon flare is always associated with an eruptive prominence. The flare emission occurs in an arcade of the flare loops along the prominence with the loops gradually aligned more normal to the axis of the prominence during the evolution of the flare. During the flash phase two chromospheric ribbons of Hα emission form on either side of the prominence, and throughout the gradual phase the ribbons move apart, gradually slowing from 50 kms$^{-1}$ to 1 kms$^{-1}$ or so. As the ribbon move apart larger and higher loops continuing to bridge the distance between them.

The flare loops are the most spectacular and persistent features associated with large two-ribbon flares. During the main phase they are observed to rise upward slowly into the corona. The velocity of ascent decreases with height from about 50 kms$^{-1}$ at the beginning to about 0.5 kms$^{-1}$ when they finally reach their maximum heights. In fact, the system does not consist of single loops rising upwards, but rather of newly formed or activated stationary loops appearing at successively higher levels. The Hα ribbons are identified by observations as the footpoints of the flare loops. The heights of the loops depend strongly upon what type of emission is observed. The lowest loops
are seen in Hα and can rise to heights of some 60,000 km. However, the highest loops can be observed in soft X-rays at heights of over 100,000km (MacCombie and Rust, 1979). The flare loops may last for 10-20 hours or even longer. As soon as a loop is seen in Hα, material is observed to be flowing downward along the legs of the loop. It is estimated that during its lifetime the amount of material that drains down the legs of the flare loops exceeds the mass of the entire corona.

A two-ribbon flare usually takes place near an active-region prominence which is lying along the axis of an arcade of sheared magnetic loops. However, it may occasionally appear in a region completely devoid of sunspots when a quiescent prominence erupts, and it may only give rise to X-ray emission with no Hα brightening, due to the weak magnetic field.

Observations and Properties

The first solar flare ever observed was seen in white light by two independent observers, R. C. Carrington and R. Hodgson, on 1 September 1859. Since then, flare observations have for over a century almost been uniquely carried out photographically in Hα line because of its strong enhancement during flares. With the advent of spacecraft observations from about 1960s onward, the observational data on solar flares in overall wavelengths of the electromagnetic spectrum has increased tremendously. The data from the Orbiting Solar Observatory (OSO) series of satellites, Skylab, and Solar Maximum Mission (SMM) allow us to study in detail the characteristics of flares at wavelengths inaccessible to ground-based observations. The recent improvement of spatial resolution in photography and magnetic field measurements (up to less than 1") and high-resolution imaging (up to 1") of EUV and X-ray emission of the flares has led to a much more detailed and broader description of the flare phenomenon.
Some important properties of the flare have been drawn from observations. For example, almost all flares occur in active regions with sunspots, and the more complex the magnetic signature in the region, the higher the frequency of flares occurrence (e.g., Dodson-Prince and Hedeman, 1970; Priest, 1982a). This clearly indicates that magnetic field is an important ingredient in the flare process. However, the fact that the flares are normally not found above the spot umbrae where the field is strongest shows evidently that aspects other than strength of the field configuration are important. Other interesting properties are the 'sympathy' and 'homology' of some flares. In the first place, a flare may be triggered by occurrence of another flare, even though the two are widely separated. In the second, flares are often observed to occur repeatedly in the same place and with very similar characteristics. This implies that there is a rebuilding of the stressed magnetic field after each successive flare, and no large-scale changes occur in the photosphere beneath a flare. Both sympathetic and homologous behavior emphasizes again the importance of magnetic fields in the flare phenomenon, and suggests that the form of the magnetic field configuration is a determining factor in the process that lead to a flare. This idea is supported by the observed sheared structure of the magnetic field in the region where the flare occurred. Solar physicists now suspect that certain plasma motions that lead to sheared magnetic field structure play a major role in flare production.

Research on Solar Flares

Nearly all models of solar flares are based on the conversion of magnetic energy into heat and kinetic energy since no other source exists in the solar atmosphere which has necessary energy. Basically, to understand why solar flares occurs, one needs to understand several fundamental points, such as:
1) What kind of the stable magnetic configurations can store enough magnetic energy (to supply the flare) before the onset of the flare?

2) What mechanism can convert the stored magnetic energy into heat, kinetic energy and fast particle energy sufficiently rapidly?

3) How does the preflare evolution proceed and eventually trigger a flare?

4) Why and how does a flare evolve through different processes?

4) What is the mechanism for producing and supporting the flare loops; where the material flowing down the legs of flare loops comes from?

Observation and theoretical studies all suggest that magnetic reconnection plays a crucial role in both the process of energy build up and energy release. Accordingly, the basic idea of a magnetic reconnection model of the flare is as follows. The magnetic field is acquiring energy by getting sheared and stressed in response to photospheric plasma motions; and the energy is probably stored in the corona in the form of coronal currents. As the configuration evolves, a prominence eruption is triggered either because of an instability or a loss of magnetic equilibrium. Eventually the energy stored in the currents is released through rapid magnetic reconnection in the flash phase. The prominence eruption leads the closed magnetic field configuration to become open, or at least, partially open. In the main phase, the open field configuration evolves to a closed configuration via magnetic reconnection, and the flare loops are formed. The slow-mode MHD shocks produced by the reconnection convert the released magnetic energy into the thermal and kinetic energy. Finally the heat is conducted along the field lines to the ribbons where the chromospheric plasma is evaporated, and the evaporated plasma flows upwards along the field lines and supplies the material necessary to form the loops.

In principle, a global MHD model for the flare phenomenon can incorporate many different aspects, but in practice it is necessary to focus on specific aspects of the flare
phenomenon in order to solve the MHD equations. Each aspect is important for understanding and developing the whole theory. However, it is impossible to study all such aspects in only one paper. Therefore, the forthcoming chapters of this dissertation will focus on some of the key problems, while at meantime show appropriate concern for consistence with the overview of the total phenomenon.
PART ONE

THE EFFECT OF MAGNETIC RECONNECTION ON
THE CATASTROPHIC LOSS OF MAGNETIC
EQUILIBRIUM IN FLARES
CHAPTER 1

OVERVIEW

Many large solar flares are associated with the ejection of the overlying plasma and magnetic flux into interplanetary space. Such an ejection is known as a coronal mass ejection (CME), and it can carry a significant amount of energy, magnetic flux and mass into interplanetary space. Thus any model for large eruptive flares must explain not only the formation and evolution of the flare ribbons and loops, but also the ejection of the magnetic flux and plasma into interplanetary space.

In this part of the thesis, a study of a catastrophe mechanism for eruptive flares and related phenomena within the framework of MHD theory will be presented. CME's and prominence eruptions are solar phenomena of the same nature as flares. Like flares, both CME's and prominence eruptions are responses to a disruption of the magnetic field in the corona. In what follows, we will use the term CME to refer to the ejection process, but the readers should keep in mind that the term is used generally to refer to any eruptive process. In order to get some basic ideas about the whole problem, a brief overview of recent study of CME's and related driven models will be necessary.

Driving Mechanism for CME's

Since the early observation of CME's by OSO 7 & Skylab (Tousey, 1973; Gosling et al., 1974), the driving mechanism for CME's has been extensively investigated. Three driving forces which have been proposed are the magnetic force due to coronal currents (Anzer, 1978; Mouschovias and Poland, 1978), the pressure force due to thermal energy generated by flares (Wu et al., 1978; Steinolfson et al., 1978; Steinolfo, 1988), and the
gravitational force due to buoyancy of a pre-existing structure (Low, 1981). However, the pressure mechanism is unpopular because most CME's are associated with prominence eruptions rather than flares (Kahler, 1978). Observations also indicate that the kinetic energy associated with the ejection exceeds the thermal energy released in the flare (Canfield et al., 1980; Webb et al., 1980; Linke et al., 1990), and a flare associated with a CME usually begins several minutes after CME has started (Wagner et al., 1981; Wagner, 1982; Simnett and Harrison, 1985); thus the flare is actually a response to the overall magnetic disruption caused by the ejection (Simnett and Harrison, 1985). As to the gravitational force, it can not be the main driving mechanism for CME's because the gravitational potential energy of the pre-existing structure is estimated to be much less than the energy \(10^{25} \text{W}\) needed for a large CME (Wagner et al., 1981; Yeh, 1982 & 1985).

Most of flare researchers favor the ideas that the magnetic force is the major driving force of CME's, though some of them insist that the pressure and gravity must play a role in CME's (Aly, 1991), since the evolution of force-free fields (i.e., the fields in which Lorentz force \(\mathbf{J} \times \mathbf{B} = 0\) everywhere) to the fully open state is prohibited. Others think that the mass ejection phenomena cannot be strictly magnetically driven (Yeh and Dryer, 1981; Low, 1984), since the force-free approximation is valid only in the lower corona, in the upper regions, both plasma pressure and gravity are important (Low, 1981; Wolfson, 1982, Wolfson and Gould, 1985).

One major concern with magnetically driven models is how the free magnetic energy is built up. A basic mechanism has been proposed by Gold (1964) according to the 'frozen-in' effect (see discussion in Chapter 2): the footpoints of magnetic field lines are rooted in the dense photosphere where plasma pressure dominates so that the motions of photospheric plasma driven by convection carry with them the footpoints, higher in corona the plasma is tenuous and magnetic pressure dominates, the field in the quiescent state must rearrange itself to new equilibria in response to the change of the
footpoints; currents are therefore induced in the corona by plasma motions (Wolfson and Low, 1992). In this way magnetic energy is stored in the coronal currents and can be released through magnetic reconnection. This possibility has been studied by many authors (Low, 1977 & 1982; Jockers, 1978; Wolfson and Gould, 1985; Wolfson, 1989; Klimchuk and Sturrock, 1989 & 1992; Aly, 1990; Finn and Chen, 1990; Klimchuk, 1990; Lisa, Klimchuk, and Sturrock, 1992).

Since distribution of currents and fields in the corona prior to a CME are not well known, a rich variety of magnetic field configurations have been investigated in modelling the magnetically driven CME's. They include twisted magnetic loops (Hood and Priest, 1979; Van Hoven, 1981), sheared arcades (Birn and Schindler, 1981; Aly, 1985; Zwingmann, 1987; Mikic et al., 1988; Biskamp and Welter, 1989), line currents (Van Tend and Kuperus, 1978; Van Tend, 1979; Sturrock, 1987; Démoulin and Priest, 1988; Steele and Priest, 1990; Forbes, 1990), plasmoids (Pneuman, 1984; Linker et al., 1990), and various arrangement of current sheets (Forbes, 1988; Shibata et al., 1989).

**Eruptions and Magnetic Reconnection**

CME's are always observed in association with eruptions of solar prominences. The system is thought to evolve through a series of equilibria over a time period of several days before the eruptions; and enough energy is stored in the corona in the form of coronal currents. The transition from quasi-static evolution to dynamic activity may possibly be caused by the evolution of the field configuration to a point where no nearby equilibrium state is available (Low, 1990), and the system loses equilibrium either because of an instability (resistive or ideal) or a catastrophic loss (Moore, 1988), as shown in Figure 4.
Fig. 4. Schematic diagram of the system evolving from a stable equilibrium state (a, b) to a non-equilibrium state (c) or an unstable state (d).
As mentioned above, eruptions of solar prominences are thought to be caused by an instability or lack of equilibrium in a magnetic arcade, this may occur when the magnetic field is twisted or sheared too much or the prominence altitude becomes too high or the feet become too far apart (Van Tend and Kuperus, 1978; Sturrock, 1980; Hood and Priest, 1980; Zwingmann, 1985; Browning and Priest, 1986; Démoulin and Priest, 1988; Amari and Aly, 1989). During the eruptions, significant magnetic reconnection can occur within a few Alfven scale times (Priest and Forbes, 1986; Forbes and Isenberg, 1991), releasing energy rapidly. Thus the eruption is expected to drive reconnection and heating in a current sheet that forms about an x-type neutral point below the rising prominence (Priest, 1981 & 1985a; Steele and Priest, 1989).

Observations of flare ribbons and loops moving through the chromosphere and corona during the main phase show evidently the occurrence of magnetic reconnection in solar flares. Doppler-shift measurements indicate clearly that the motions of flare ribbons and loops are not due to mass motions of the solar plasma, but rather due to the upward propagation of an energy source in the corona (Schmieder et al., 1987). In MHD model of flares, this propagating energy source is a magnetic x-line accompanied by slow-mode shocks.

MHD Models

Although it is well recognized that magnetic force is the major driving force for CME's and eruptive flares, there is little agreement as to what MHD model is appropriate to describe flare phenomenon. Three models which have been extensively investigated are the emerging-flux model (Heyvaerts and Priest, 1976), the magnetic-flux-rope model (Sturrock, 1989), and the sheared-arcade model (Aly, 1990). All of the models are capable to store and release magnetic energy efficiently, provided that the
reconnection occurs. However, only the magnetic-flux-rope model provides a mechanism for ejecting magnetic flux into interplanetary space.

Opening of Magnetic Field

One of the major difficulties in developing an MHD model for CME’s and eruptive flares is to understand how a closed magnetic field configuration can evolve to an open configuration. The magnetically driven model requires a mechanism which can eject magnetic flux and plasma by decreasing the total magnetic energy stored in the corona. This means to open the field without increasing field energy. However, for a simply connected force-free field, an open field configuration is the highest magnetic energy state possible (Aly, 1984; 1985; 1990). In other words, the open-field energy represents the least upper bound on the energy of a closed-field state (Yang, Sturrock & Antiochos, 1986; Aly, 1991). Thus the evolution of simply connected force-free fields from closed states to the fully open state is prohibited. However, there are several ways to avoid this prohibition. For instance, the field configuration might have preexisting structures such as current sheets or filament currents in the corona, and therefore, it is not force-free. Or even if the field is force-free, it might not be simply connected but contain ‘x’ and/or ‘o’ type points. Or the eruption might only extend the field to a large, but finite extent, without actually opening the field lines to infinity—at high altitude (higher than two solar radii) other mechanisms such as the solar wind might act to carry the ejected mass into interplanetary space, thereby opening the field (Sturrock, 1989). It has also been suggested that the transition from a closed-field state to a partially open configuration is energetically possible (Low, 1986 & 1990; Wolfson and Low, 1992), and although the force-free field can not acquire enough energy to open the field fully on its own, it might initiate the disruption (Wolfson and Low, 1992).
Catastrophe Mechanism for Loss of Equilibrium

A simple catastrophe model proposed by Van Tend and Kuperus (1978) suggests that a coronal current filament (also referred to as flux-rope which is treated as massless and different from the surrounding mass prominence) will lose equilibrium when its current exceeds a critical value and then be ejected upwards by magnetic force. The basic mechanism for driving the current filament upwards in the model of Van Tend and Kuperus is shown in Figure 5. A current filament (i.e., flux rope) is supported above the photosphere by the field lines which are tied to the photosphere. When the current in the filament is weak, it is in stable equilibrium, as indicated in the energy diagram on the right side of Figure 5a. As the photospheric convection increases the filament current by reconnecting field lines in the photosphere, the equilibrium position is displaced upwards (Figure 5b), while the potential well becomes shallow. Eventually the filament equilibrium will move upward towards infinity (Figure 5c). The transition from 5a to 5c can occur either continuously or discontinuously, depending crucially on the distribution of the vertical photospheric magnetic field. Catastrophic behavior, i.e., a discontinuous transition, can occur only if the background field falls off with height faster than \(1/y\) (Van Tend, 1979).

The model of Van Tend and Kuperus treats the current filament simply as a wire suspended in vacuum by magnetic field lines which are not 'frozen in' the plasma as in ideal MHD. This allows magnetic reconnection to occur freely at the x-line. However, according to MHD theory, such a free reconnection is inhibited in astrophysical plasmas such as the corona because of the high conductivity there. When reconnection is inhibited, a current sheet develops at the x-line below the filament due to the 'frozen-in' condition. However, if reconnection occurs in the current sheet, then the current sheet is weakened, magnetic energy is released, and the filament escapes upwards. Some detailed numerical experiments of reconnection in such a current sheet have been
Fig. 5. A schematic diagram of the driving mechanism in the models of the Van Tend and Kuperus type. The dark shaded circle designates the current filament, and solid arrows indicate filament motions. Hollow arrows show the photospheric convection which increases the filament current by reconnecting field lines in the photosphere (light shaded region) (after Forbes and Isenberg, 1991).
investigated (Forbes and Priest, 1983; Robertson and Priest, 1987). Several authors have extended the model of Van Tend and Kuperus by adding current sheets which are approximated by line currents (Kaastra, 1985; Molodenski & Filippov, 1987; Martens and Kuin, 1989). Other authors have developed related model using MHD theory instead (Démoulin and Priest, 1988; Amari and Aly, 1989; van Ballegooijen and Martens, 1989; Anzer and Ballester, 1990; Priest and Forbes, 1990).

The formation of a current sheet generally increases the total magnetic energy, but the magnetic energy has to decrease in order to drive a CME magnetically. Thus an understanding of how such a current sheet develops in a CME while decreasing the total magnetic energy of the system becomes critical. Several studies have been completed in dealing with this open question (Sturrock, 1987; Mikic et al., 1988; van Ballegooijen & Martens, 1989; Biskamp and Welter, 1989).

Another important concern with catastrophe mechanisms is whether a purely force-free field can ever exhibit an MHD catastrophe. The possibility has been questioned by Klimchuk and Sturrock (1989, 1992). They found that the catastrophe-like behavior occurs in a force-free configuration used by Low (1977) was actually an artifact of the solution method. This led Sturrock (1989) to speculate that only non-force-free systems can exhibit catastrophic-type behavior. However, recent work by Isenberg, et al. (1992) shows that for two-dimensional system, this conclusion is not correct. The corresponding model is discussed in the next section.

**Model of Forbes and Isenberg**

Forbes and Isenberg (1991) constructed a two-dimensional ideal MHD version of Van Tend and Kuperus model, in which a catastrophic behavior does occur under certain conditions. Their work shows that it is indeed energetically possible to create
an eruption by eliminating the requirement that the field be magnetically opened to
infinity during the ideal MHD transition (Démoulin and Priest, 1988; Forbes and

In their model a current sheet, which is always attached to the photosphere,
develops below the filament during the evolution of the field configuration. The field is
assumed to be force-free everywhere except possibly inside of the filament and current
sheet. The evolution is basically a two-stage process. The first stage is a storage phase
in which the magnetic energy is slowly stored in corona through photospheric
reconnection which transfers the flux from the photosphere to the corona. This stage
occurs quasi-statically over a time period of several days, so that the system evolves
through a series of equilibria. The second stage is the eruptive phase which occurs when
equilibrium is lost. By using an energy analysis, Forbes and Isenberg (1991) have been
able to show that when the filament radius is less than a specific value, a catastrophic
eruption is energetically possible. This ideal MHD eruption does not open the field to
infinity but simply extends it.
CHAPTER 2

A RECONNECTION MODEL WITH A DETACHED CURRENT SHEET

A limitation of the Forbes and Isenberg (1991) model is the assumption that no reconnection occurs in the corona and that the plasma there is perfectly conducting (i.e., ideal). This artificial condition has been imposed in their model because it is mathematically convenient. Specifically, this assumption causes the current sheet which forms to stay always attached to the boundary. This allows the field to be determined by solving Poisson's equation with Dirichlet boundary conditions.

In reality, the coronal plasma is not perfectly conducting and reconnection will cause the current sheet to become detached from the boundary. By allowing a detached current sheet to form at the x-line below the filament, we can analyze the effect of magnetic reconnection in the corona. A study of such a process helps us to get a better understanding of the effect of reconnection on prominence equilibrium and eruption.

A detached current sheet problem is much more difficult to solve mathematically because of its mixed boundary conditions, and it is probably the main reason why this problem has so far not been dealt with rigorously. As we will see in the forthcoming chapters, the problem of determining the equilibria reduces to solving Poisson's equation with mixed Dirichlet and Neumann boundary conditions. Then the mixed boundary value problem is transformed to a singular integral equation which can be solved by the approach introduced by Muskhelishvili (1953). In general, the solution of this integral equation may not exist in a closed analytical form, but, as will be shown in Chapter 3, closed solutions do exist for our problem.
In the sections that follow, an MHD version of the catastrophe model of Van Tend and Kuperus (Van Tend and Kuperus, 1978; Van Tend, 1979) will be developed which allows magnetic reconnection to be incorporated. The new model lies between the extremes of uninhibited reconnection assumed in the circuit models (e.g., Martens and Kuin, 1989) and no reconnection assumed by Forbes and Isenberg (1991). In Chapter 3 a mixed boundary value problem for Poisson's equation will be solved to give the magnetic vector potential for a field configuration containing a detached current sheet and satisfying line-tied boundary conditions in the photosphere. In Chapter 4 the solution of the mixed boundary value problem is used to determine the effect of magnetic reconnection upon the equilibria previously found by Forbes and Isenberg (1991).

**Basic Equations and Considerations**

Although this thesis consists of two parts, the two parts share some common physical considerations which are fundamental to the flare phenomenon, such as the 'frozen-flux' condition and the magnetic reconnection process. These processes will be discussed briefly after the specification of the basic MHD equations.

The basic magnetohydrodynamic equations used throughout this dissertation are given by Priest (1982a):

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{v} \times \mathbf{B}) + \eta \nabla^2 \mathbf{B}, \tag{2-1a}
\]

\[
\frac{\partial \mathbf{v}}{\partial t} + \rho \nabla \cdot \mathbf{v} = 0, \tag{2-1b}
\]

\[
\rho \left( \frac{\partial \mathbf{v}}{\partial t} \right) + \nabla p = \mathbf{J} \times \mathbf{B} + \mathbf{F}, \tag{2-1c}
\]

\[
\rho \gamma \left( \frac{\partial p}{\partial t} \right) - p \gamma = (\gamma - 1) \left( -\nabla \cdot \mathbf{q} - L_e + \mathbf{P}/\sigma + \mathbf{H} \right), \tag{2-1d}
\]
\[ \rho p^{-\gamma} = \text{constant}, \quad (2-1e) \]

where

\[ \frac{D}{Dt} = \frac{\partial}{\partial t} + \mathbf{v} \cdot \nabla \]

is the material derivative for time variations following the motion. The quantities \( \mathbf{v}, \mathbf{B}, \rho, p, \) and \( T \) are the coronal plasma velocity, the magnetic field, the current density, the mass density, the pressure, and the temperature, respectively. The force \( \mathbf{F} = \mathbf{F}_g + \mathbf{F}_v \) is the sum of the gravitational force and the viscous force, and \( \eta \) is the magnetic diffusivity, \( \gamma \) the ratio of specific heats, \( \varphi \) the heat flux, \( L_r \) the net radiation, \( \varphi / \sigma \) the ohmic heating, \( H \) the sum of all the other heating sources.

The five equations above are the induction equation, the conservation equations for mass, momentum and energy, and the adiabatic equation of state, respectively. The current density \( \mathbf{j} \) is given by Ampere's law:

\[ \mathbf{j} = \nabla \times \mathbf{B} / \mu, \quad (2-2) \]

where \( \mu \) is the magnetic permeability (for the solar plasma, \( \mu = \mu_0 = 4\pi \times 10^{-7} \text{ Hm}^{-1} \)), while \( \mathbf{B} \) satisfies

\[ \nabla \cdot \mathbf{B} = 0. \quad (2-3) \]

The 'frozen-flux' effect is a fundamental consideration in ideal MHD theory. It was proposed by H. Alfvén and can be summarized in words as follows: "In a perfectly conducting plasma, magnetic field lines behave as if they move with the plasma." In other words, the magnetic flux through a surface moving with the plasma is conserved. Here the perfectly conducting plasma is the plasma in which large magnetic Reynolds number limit (i.e., ideal MHD condition) holds. A brief argument is as follows.

The magnetic Reynolds number is an important parameter of plasma defined by
where \( V_0 \) and \( L_0 \) are the typical plasma speed and length-scale under consideration (e.g., Priest, 1982a). The magnetic Reynolds number \( R_m \) represents the ratio of the convective to diffusive terms in the induction equation (2-1a), i.e.,

\[
\frac{|\nabla \times (v \times B)|}{|\nabla \times B|} \sim L_0 \frac{V_0}{\eta}.
\]

When \( R_m \gg 1 \), Equation (2-1a) becomes approximately

\[
\frac{\partial B}{\partial t} = \nabla \times (v \times B). \tag{2-5}
\]

Now consider a surface \( S \) bounded by a closed curve \( C \) moving with the plasma. The magnetic flux through \( S \) is \( F = \int \mathbf{B} \cdot ds \), and its rate of change \( (DF/DT) \) consists of two parts: changes in the magnetic field with time and changes due to the motion of the boundary, i.e.,

\[
\frac{DF}{DT} = \int_S \frac{\partial \mathbf{B}}{\partial t} \cdot ds - \int_C (\mathbf{v} \times \mathbf{B}) \cdot dl,
\]

where \( ds \) is the area element of \( S \), \( dl \) the length element of \( C \). Via Stoke's theorem, the above equation becomes

\[
\frac{DF}{DT} = \int_S \left( \frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{v} \times \mathbf{B}) \right) \cdot ds,
\]

which vanishes by Equation (2-5).

For most solar atmospheric phenomena \( R_m \) has a value much larger than unity so that the ideal MHD condition holds. For instance, for typical flare loops, \( V_0 = 10^4 \text{ m s}^{-1} \), \( L_0 = 10^7 \text{ m} \), \( \eta = 10^4 \text{ m}^2\text{s}^{-1} \), which gives an \( R_m \) of order \( 10^7 \). Thus for flare loops, the magnetic field lines are frozen into the plasma so that either the field lines are carried by plasma motions or the plasma is dragged by magnetic field movement. The magnetic energy build up through plasma motions is an example of this 'frozen-flux' effect.
The huge value of $R_m$ in most solar phenomena comes mainly from the great spatial size of these phenomena. However, for some very small-scale phenomena in the solar atmosphere, such as current sheets of 1 km or less in thickness, $R_m$ may be of order of unity, and the ideal MHD condition no longer holds. Under these circumstances, the magnetic field lines can slip through the plasma so that magnetic reconnection occurs.

In response to an applied photospheric motions, a current sheet may develop when the region near an x-type neutral point collapses, when topologically separated parts of a magnetic configuration are pushed together, or when a magnetohydrostatic equilibrium becomes unstable. In the absence of flow, a current sheet diffuses away at a speed $\eta/l$ where $l$ is the thickness of the sheet (see Equation (2-1a)). The dimensions of the current sheet depend on the field strength and photospheric speed. If the plasma and magnetic flux are brought towards the sheet from the sides at speed $v_l$, then the sheet expands when $v_l < \eta/l$, while it becomes thinner when $\eta/l < v_l$. Eventually a steady state is maintained when $v_l = \eta/l$.

One effect of the current sheet is to reconnect the field lines. Magnetic reconnection may be generated spontaneously by a resistive instability, such as the tearing mode, but the reconnection may also be driven by an outside flow carrying oppositely directed field lines towards the sheet. According to a recent analysis by Forbes and Priest (1987), driven reconnection is limited only by the Alfvén speed and the rate at which the flows are pushed together. By contrast, spontaneous reconnection is limited by the magnetic diffusivity (see also Yeh and Axford, 1970).

The best known theory for driven reconnection is Petschek’s (1964). In Petschek’s theory, pairs of slow-mode shock waves propagate from the ends of the current sheet and remain as standing waves in a steady flow. These slow-mode shocks can convert magnetic energy into heat and flow energy sufficiently effectively (Petschek, 1964).
Figure 6 shows a schematic diagram for Petschek-like reconnection. In Petschek's theory the reconnection rate depends only on the log of the magnetic diffusivity, and for typical coronal values it implies that the reconnection flow can be driven at about 0.1 times the Alfvén speed.

**Basic Assumptions**

When considering the model for CME's, a basic assumption is the characteristic time scales for different physical processes. For our model, we will assume that there are three distinctive time scales, namely the photospheric convective time scale $\tau_p$, the reconnection time scale $\tau_r$, and the Alfvén time scale $\tau_A$. The photospheric evolution prior to the eruption lasts typically several days during which the magnetic energy is built up gradually in the corona, therefore $\tau_p \sim \text{days}$. The release of the magnetic energy through reconnection in a solar flare usually lasts over a time-scale of an hour or so, which suggests that $\tau_r \sim \text{hour}$. The Alfvén time scale for flares is about a minute, and thus $\tau_A \sim \text{minute}$.

Here we are going to assume that $\tau_p \gg \tau_r \gg \tau_A$, and that the overall evolution of the eruption is modelled as a three-stage process. The first stage is the storage phase in which the magnetic energy is slowly stored in the corona as a result of the convective motions in the photosphere. During this storage phase, the kinetic energy of the convective motion is converted to magnetic energy and magnetic flux is transferred from the photosphere to the corona. The evolution is quasi-static in a time period of $\tau_p$, as the system evolves through a series of equilibria until it reaches a point where no nearby equilibria are available. The second stage is the eruptive phase which occurs when equilibrium is lost due to the further evolution of the system beyond the critical point. As soon as the equilibrium is lost, the evolution of the system becomes very rapid so that the eruptive phase lasts only a few minutes (i.e., a few Alfvén time scales).
Fig. 6. A schematic diagram showing magnetic field lines (solid) and streamlines (dashed) for Petschek-like reconnection.
Compared to the rate at which the flux is transferred from the photosphere to the corona ($\sim 1/\tau_p$), the flux in the corona can be considered as constant during the eruptive phase. In other words, there is no energy input during the eruption. Finally, the third stage is the reconnection phase which occurs after the eruptive phase. During this phase the system evolves due to the destruction of the current sheet by reconnection, and again it is assumed that there is no energy input from the photosphere during this stage. We will arbitrarily assume that $\tau_r >> \tau_A$, but it should be kept in mind that $\tau_r$ could be almost as small as $\tau_A$.

Several other assumptions used in the model are as follows:

a) Two-dimensional model—the magnetic field is assumed to lie in the $x$-$y$ plane with all quantities invariant in the $z$ direction, so that the physical quantities such as force and energy are measured per unit length except as otherwise stated.

b) Strong magnetic field approximation—the pressure in the corona is assumed to be zero except where the current filament and sheet are located. In a two-dimensional (2-D) model with no magnetic field component perpendicular to the 2-D plane, a zero-pressure assumption will cause all currents (i.e., filament and sheet) to become concentrated into thin line currents or sheets (Syrovatskii, 1971; Forbes & Isenberg, 1991). Therefore the pressure inside the currents must be kept finite to prevent them from becoming infinitely thin and the corresponding magnetic energy from becoming infinitely large.

c) Incompressible approximation—the filament is assumed to be an incompressible cylinder ($\gamma \rightarrow \infty$ in the equation of state) of constant radius $r$ during the evolution. Since the plasma is highly compressible outside the filament, this assumption implies there is an abrupt change in the state on the boundary of the filament.
d) No $F_g$ and $F_v$ — the gravitational force and the viscous force are assumed not to be important.

e) Inertial line-tied boundary conditions — the line-tied boundary conditions are satisfied during the eruptive phase. This means that the photospheric foot points of magnetic field lines cannot move during the course of the flare. Such boundary conditions occur because the inertial mass of the photosphere plasma is very much greater than that of the corona.

**Formulation of the MHD Model**

During the storage phase, the evolution is quasi-static. By using the assumptions prescribed in the last section, the equations which determine the coronal magnetic field $B$ and current density $j$ can be deduced from Equations (2-1) ~ (2-3):

$$\mathbf{j} \times \mathbf{B} = \nabla p,$$  

(2-6a)

$$\nabla \times \mathbf{B} = \mu \mathbf{j},$$  

(2-6b)

$$\nabla \cdot \mathbf{B} = 0.$$  

(2-6c)

Let $j_f$ denote the current density in the filament which is a cylinder of constant radius $r$, $B_f$ and $B_e$ denote the magnetic fields due to the internal current of the filament and the external currents outside the filament, respectively, then

$$\mathbf{B} = \mathbf{B}_f + \mathbf{B}_e,$$  

(2-7)

and the condition for filament equilibria dissociates into two parts. From Equation (2-6a), the internal, local equilibrium inside the filament is given by

$$j_f \times B_f = \nabla p.$$  

(2-8)
while the external, global condition is determined by

\[ F = \int_S (j \times B_e) \, ds, \quad (2-9) \]

where \( F \) is the external force (per unit length) on the filament, and \( S \) represents the cross-section of the filament. The quantity \( ds \) is the area element of \( S \). When the area of \( S \) is small enough to make the external field \( B_e \) effectively uniform within the filament, Equation (2-9) becomes

\[ F = IB_e0 \hat{y}, \quad (2-10) \]

where \( B_e0 \) is the external field evaluated at the filament, \( \hat{y} \) is the unit vector of force \( F \), and \( I \) is the filament current

\[ I = \int_S j \, ds. \quad (2-11) \]

The global filament equilibria condition is \( F = 0 \), which is satisfied when

\[ B_e0 = 0. \quad (2-12) \]

The magnetic field configuration must be solved in order to determine the global equilibria for the filament, as prescribed by Equation (2-12). To specify the vector potential problem for the magnetic field a coordinate system is chosen as follows.

In the \( x-y \) plane, the upper half plane is the coronal region, the lower half plane is the photosphere, and the photospheric boundary coincides with the horizontal axis. The current filament is centered on the \( y \)-axis at height \( h \), as shown in Figure 7a.

Poisson’s equation for the magnitude of the vector potential \( A \) is obtained from Equations (2-6)

\[ \nabla^2 A = -\mu_j(x, y), \quad (2-13) \]
Fig. 7. Geometry of the field configuration: (a) with no current sheet; (b) with a detached current sheet.
where $A$ is defined by $B = \nabla A \times \hat{z}$.

If $I_0$ is the initial filament current, $h_0$ is the initial filament height, and initial value of $j(x, y)$ is assumed to be uniform within the filament, then, at the start of quasi-static evolution,

$$j(x, y) = \frac{I}{\pi r^2} \left[ 1 - \mathcal{H} \left( \sqrt{x^2 + (y - h)^2} - r \right) \right].$$  \hfill (2-14)

where $\mathcal{H}$ is the Heaviside step-function. As the system evolves, the current density within the filament is assumed to remain fixed, while a surface current is induced on the filament boundary.

As regards the photospheric boundary condition, a line dipole of strength $m$ at a depth $d$ below the photosphere is chosen to represent the boundary field so that

$$A(x, 0) = \frac{md}{x^2 + d^2} - \phi(t),$$  \hfill (2-15)

where $\phi(t)$ is a slowly varying function of time. In a multipole expansion of an arbitrary boundary field, the line dipole term is the first term which allows a catastrophe to occur (Van Tend, 1979; Démoulin & Priest, 1988; Forbes and Isenberg, 1991). Thus the above choice is the simplest one with catastrophe-like behavior.

We will assume that the same distribution of normal magnetic field at the photospheric boundary is maintained during the quasi-static evolution of MHD equilibria. Other choices are possible, but this one is convenient because it is the same one made previously by Forbes and Isenberg (1991). Thus, this choice will facilitate comparison. From $dA/dt = 0$ and the line-tied requirement, the tangential flow velocity at the photospheric boundary is

$$v_x(x, 0) = -\frac{(x^2 + dz^2)}{2mdx} \frac{d \phi}{dt}.$$  \hfill (2-16)
by Equation (2-15). This flow pattern transports new field lines from \( x = \pm \infty \). Although this flow pattern above is not especially realistic, it does show the basic picture for the quasi-static evolution caused by the gradual reconnection of the photospheric field. It is clear now that \( (d\phi/dt) \) represents the rate at which the flux is transferred from the photosphere to the corona, and thus it gives a measure of the rate at which magnetic energy is stored in the corona.
CHAPTER 3

SOLUTION FOR THE VECTOR POTENTIAL

In the last chapter a vector potential problem for magnetic field configuration was formulated, which is so far the same as the problem considered by Forbes and Isenberg (1991). The evolution of the photospheric field via an increase in φ eventually causes a current sheet to form at the x-line (i.e., the neutral point in the x-y plane). Here, unlike Forbes and Isenberg (1991), we will consider that a current sheet does not form until a loss of equilibrium occurs. Such an assumption means that the x-line will no longer be at the photospheric surface when the current sheet forms and that the current sheet will be detached.

Generalized Vector Potential Problem

A field configuration which contains a detached current sheet is shown in Figure 7b. As before, the filament is centered on the y-axis at $y = h$, but a current sheet appears along the y-axis between points $p$ and $q$. In principle, the vector potential can be solved when the current distribution in the sheet is specified. However, in order to solve the problem analytically, we assume that the radius of the filament is much smaller than the photospheric scale length such that the filament acts like a line-current at large distances.

As the system evolves, the current distribution within the filament changes, but since the filament radius $r$ is small, the corresponding magnetic field is approximately the same as that produced by a line current of strength $I_f$ at the location $y = h$. That is
\[ J_f(x, y) = I_f \delta(x) \delta(y - h), \quad (3-1) \]

as long as \(|\sqrt{x^2 + y^2} - h| >> r\). Here \(\delta\) is the \(\delta\)-function. As for the current sheet, a similar argument leads to

\[ J_c(x, y) = I_c(y) \delta(x) \{ H(y - p) - H(y - q) \}, \quad (3-2) \]

as long as the distance from current sheet to the point of concern is much larger than the thickness of the sheet. Here \(I_c(y)\) represents the current distribution in the sheet, and \(H\) is the Heaviside step-function.

**Equations for the Vector Potential**

The equations for the vector potential problem of the field configuration with a detached current sheet are derived from Equations (2-13), (2-15), (3-1), and (3-2). They are

\[ \nabla^2 A(x, y) = -\mu \pi l_0 J(x, y), \quad y \geq 0, \quad (3-3a) \]

\[ A(x, 0) = \frac{\mu l_0}{x^2 + 1} - \phi(x), \quad (3-3b) \]

\[ J(x, y) = \delta(x) \{ J \delta(y - h) + I(y) [ H(y - p) - H(y - q) \] \]

where \(l_0 = m/(c\mu), J = I_f/(l_0d), I(y) = I_c(y)/(l_0d),\) and \(x, y, h,\) and \(r\) are normalized to the scale length \(d.\)

In general, the current distribution in the sheet, \(I(y)\), is unknown therefore it needs to be solved according to the condition that there is no normal component of magnetic field on the current sheet, i.e.,

\[ B_x(0, y) = (1/cd) (\partial A/\partial y) \big|_{x = 0} = 0, \quad q \geq y \geq p. \quad (3-4) \]
Solution for the Vector Potential

General Form of the Solution

A general form of solution for Equation (3-3a) is obtained by using the method of Green's function

\[
A(x, y) = \frac{\mu_0}{4} \int_{-\infty}^{\infty} G(x, y; u, v) f(u, v) \, du \, dv + \frac{1}{4\pi} \int_{-\infty}^{\infty} A(u, 0) \frac{\partial G}{\partial v} \bigg|_{x = 0} \, du,
\]  

(3-5)

where \(G(x, y; u, v)\) is the 2-D Green's function for the Dirichlet problem

\[
G(x, y; u, v) = \ln \left( \frac{(x-u)^2 + (y+v)^2}{(x-u)^2 + (y-v)^2} \right).
\]

(3-6)

Substitution of Equations (3-3b), (3-3c) and (3-6) into Equation (3-5) gives

\[
A(x, y) = \frac{\mu_0}{4} \left[ \int_{-\infty}^{\infty} \ln \left( \frac{x^2 + (y+h)^2}{x^2 + (y-h)^2} \right) f(u) \, du + \int_{-\infty}^{\infty} \ln \left( \frac{x^2 + (y+u)^2}{x^2 + (y-u)^2} \right) f(v) \, dv \right] + \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{4u}{y^2 + (x-u)^2 u^2 + 1} \, du - \phi(t). \]

(3-7)

The magnetic field along the y-axis is

\[
B_{x}(0, y) = \frac{\mu_0}{d} \left[ \frac{I}{2} \left( \frac{1}{h-y} + \frac{1}{h+y} \right) + \int_{-\infty}^{\infty} \frac{I(u) v \, dv}{v^2 - y^2} + \int_{-\infty}^{\infty} \frac{u^2 - y^2 \, du}{(y^2 + u^2)^2 u^2 + 1} \right],
\]

(3-8)

where the first two terms on the RHS of Equation (3-8) are due to the field produced by the filament current and its image, and the last two terms are due to the current sheet and boundary field, respectively. Therefore the fields \(B_f\) and \(B_e\) defined by Equation (2-7) are respectively
\[
B_f(0, y) = \frac{\mu_0 J}{2d} \frac{1}{h - y}, \quad (3-9a)
\]

\[
B_e(0, y) = \frac{\mu_0}{d} \left[ \frac{1}{2h + y} + \int_0^q \frac{I(v) v \, dv}{v^2 - y^2} + \frac{1}{\pi} \int_0^\infty \frac{u^2 - y^2}{(y^2 + u^2)^2} \frac{du}{u^2 + 1} \right]. \quad (3-9b)
\]

**Solution with No Current Sheet**

When there is no current sheet, \(I(y) = 0\), the potential and the field along the \(y\)-axis are given by

\[
A(x, y) = \frac{\mu_0}{4} \left[ J \ln \frac{x^2 + (y + h)^2}{x^2 + (y - h)^2} + \frac{4(y + 1)}{x^2 + (y + 1)^2} \right] - \phi(t), \quad (3-10)
\]

\[
B_x(0, y) = \frac{\mu_0}{2d} \left[ J \left( \frac{1}{h - y} + \frac{1}{h + y} \right) - \frac{2}{(y + 1)^2} \right], \quad (3-11)
\]

and the reconnected flux between the filament and the photosphere can be obtained by integrating Equation (3-11) from \(y = 0\) to \(y = h - r\), i.e., \(\phi = A(0, h - r) - A(0, 0)\).

Therefore

\[
\phi = \left( \frac{\mu_0}{2} \right) \left[ J \ln \left( \frac{2h}{r} \right) - 1 \right] - 2(h - r)/(h - r + 1), \quad h > r. \quad (3-12)
\]

By solving equations (3-10) and (3-12) simultaneously, the potential \(A\) and the filament current \(J\) can be expressed as the functions of the filament height \(h\) and the reconnected flux \(\phi\).

**Current Distribution \(I(y)\)**

When there is a current sheet, the corresponding current distribution, \(I(y)\), in the sheet must be determined before the potential is computed. Substitution of Equation (3-4) into Equation (3-8) gives
\[ \int_{q}^{y} \frac{I(u) v \, dv}{y^2 - u^2} = \frac{J h}{h^2 - y^2} + \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{u^2 - y^2}{(y^2 + u^2)^2} \frac{du}{u^2 + 1}, \quad \text{for } q > y > p. \]  

(3-13)

Let \( y^2 = t_0, \) \( v^2 = t, \) then a singular integral equation can be derived from Equation (3-13)

\[ f(t) = \frac{1}{\pi} \int_{L} \frac{\phi(t) \, dt}{t - t_0}, \quad \text{on } L, \]  

(3-14)

where \( L \) is a segment of the real axis of the complex plane \((t, \eta),\) and the points \( t, t_0 \) are on \( L: a < t, t_0 < b. \) Here \( a = p^2 \) and \( b = q^2 \) are the two ends of \( L, \) and the functions \( f(t) \) and \( \phi(t) \) are

\[ f(t) = -\frac{J h}{h^2 - t} + \frac{2}{\pi} \int_{-\infty}^{\infty} \frac{u^2}{u^2 + t} \frac{du}{(u^2 + 1)^2}, \]  

(3-15a)

\[ \phi(t) = t \pi \sqrt{t}/2, \]  

(3-15b)

where the integral identity

\[ \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{y^2 - u^2}{(y^2 + u^2)^2} \frac{du}{u^2 + 1} = \frac{2}{\pi} \int_{-\infty}^{\infty} \frac{u^2}{u^2 + y^2} \frac{du}{(u^2 + 1)^2}, \]  

(3-15c)

has been used.

The singular integral equation (3-14) can be solved by using the theory of complex variables (Muskhelishvili, 1953). In general, There are four different solutions—one is bounded at both ends of \( L, \) two are unbounded at either end of \( L, \) and one is unbounded at both ends of \( L \) (see Appendix A for the detailed derivation of the solution). However, when considering the symmetric properties of the two ends of the current sheet and the physical condition that the field vanishes at infinity, it is appropriate to choose the solution which is unbounded at both ends of \( L. \) That is
\[ \phi(t) = \frac{1}{\pi} \int_{t_0}^{t} \frac{\sqrt{(t - p^2)(q^2 - t)}}{\sqrt{(t_0 - p^2)(q^2 - t_0)}} \frac{f(0) \, dt}{\sqrt{t - t_0}} + \frac{P(t)}{\sqrt{(t_0 - p^2)(q^2 - t_0)}}. \]  

(3-16)

Substitution of Equations (3-15) and \( v^2 = t_0, y^2 = t \) into Equation (3-16) gives

\[ I(v) = \frac{4}{\pi^2} \int_{p}^{q} \left[ \int_{-\infty}^{\infty} \frac{u^2}{u^2 + y^2 + (u^2 + 1)^2} \frac{\sqrt{(v^2 - p^2)(q^2 - y^2)}}{\sqrt{(v^2 - p^2)(q^2 - y^2)}} \, du \right] \frac{P(u)}{\sqrt{(v^2 - p^2)(q^2 - y^2)}} \, dy. \]

(3-17)

where \( P(u^2) \) is an arbitrary polynomial of \( u^2 \).

By using Equation (3-13) and evaluating the integrals on the RHS of Equation (3-17) (some integral results are shown in Appendix A), a final form of the current distribution, \( I(v) \), is

\[ I(v) = \frac{2}{\pi} \frac{\mathcal{F}(u)}{\sqrt{(v^2 - p^2)(q^2 - y^2)}}. \]  

(3-18a)

where

\[ \mathcal{F}(u) = A_0 \frac{J h \sqrt{(h^2 - p^2)(h^2 - q^2)}}{h^2 - u^2} \left[ \int_{-\infty}^{\infty} \frac{\sqrt{(u^2 + p^2)(q^2 + u^2)}}{u^2 + y^2 + (u^2 + 1)^2} \, du \right]. \]  

(3-18b)

and \( A_0 \) is an arbitrary constant. The last term on the RHS of Equation (3-18b) can be evaluated by using the complete elliptic integrals (see also Appendix A):

\[ \frac{2}{\pi} \int_{-\infty}^{\infty} \frac{\sqrt{(u^2 + p^2)(u^2 + q^2)}}{u^2 + y^2} \, du = \frac{2}{\pi q} \int_{0}^{1} \frac{q^2 - 1}{q^2 - p^2} \left[ \frac{K(k) - E(k)}{K(k) - E(k)} \right] \]

\[ + \frac{2(y^2 - p^2)y^2}{(y^2 - 1)^2} \int_{0}^{1} \frac{1}{(y^2 - 1)^2} \left[ y^2(p^2 - 2) + \frac{y^2 - 1}{q^2 - 1} - p^2 y^2 - q^2 \right] I(\frac{1}{q^2 - 1}, k) \]

where \( k^2 = 1 - p^2/q^2 \), \( K \), \( E \), and \( \Pi \) are the complete elliptic integrals of the first, the second, and the third kind, respectively.
Solution with a Current Sheet

When there is a current sheet, the corresponding potential and the magnetic field along the \( y \)-axis can be calculated by substituting the current distribution, Equations (3-18), into the general form of the solution, Equations (3-7) and (3-8). The field along the \( y \)-axis is

\[
B_x(0, y) = \mu_0 \left[ \frac{J h}{h^2 - y^2} + \int_{0}^{q} \frac{I(u) v \, du}{v^2 - y^2} - \frac{1}{(y + 1)^2} \right]
\]

\[
= \begin{cases} 
\frac{\mu_0}{d} \frac{F(y)}{\sqrt{(p^2 - y^2)(q^2 - y^2)}}, & 0 \leq y < p \\
0, & p < y < q \\
-\frac{\mu_0}{d} \frac{F(y)}{\sqrt{(y^2 - p^2)(y^2 - q^2)}}, & y > q
\end{cases}
\]

(3-19)

In solving for the current distribution, \( I(u) \), the solution which is unbounded at both ends of the current sheet has been chosen. This solution generally causes the magnetic field to be unbounded at both ends of the current sheet, as indicated in Equation (3-19). However, the singularities are actually removed by the 'Y-point' condition—the magnetic field vanishes at both ends of the current sheet (Bhattacharjee & Wang, 1991; Forbes & Isenberg, 1991). The Y-points originate from the neutral X-point—when the current develops, the X-point is pulled out to from two Y-points.

The conditions \( B_x(0, p) = 0 \) and \( B_x(0, q) = 0 \) lead to \( F(p) = 0 \) and \( F(q) = 0 \). That is

\[
A_0 = Jh \sqrt{\frac{h^2 - q^2}{h^2 - p^2}} \frac{2\pi}{\pi} \sqrt{\frac{u^2 + q^2}{u^2 + p^2}} \frac{u^2 \, du}{(u^2 + 1)^2}.
\]

(3-20a)

\[
A_0 = Jh \sqrt{\frac{h^2 - p^2}{h^2 - q^2}} \frac{2\pi}{\pi} \sqrt{\frac{u^2 + p^2}{u^2 + q^2}} \frac{u^2 \, du}{(u^2 + 1)^2}.
\]

(3-20b)
Elimination of $A_0$ gives

$$j_R = \frac{2}{\pi} \int \frac{\sqrt{(h^2 - p^2)(h^2 - q^2)}}{\sqrt{(u^2 + p^2)(u^2 + q^2)(u^2 + 1)}} u^2 \, du.$$

(3-21a)

hence the constant $A_0$ is determined as

$$A_0 = \frac{2}{\pi} \int \frac{h^2 + u^2}{\sqrt{(u^2 + p^2)(u^2 + q^2)(u^2 + 1)}} u^2 \, du.$$

(3-21b)

The above results, Equations (3-20) and (3-21), are substituted into Equation (3-18b) to obtain

$$\mathcal{F}(u) = \frac{2}{\pi} \int \frac{(q^2 - v^2)(v^2 - p^2)}{\sqrt{(u^2 + p^2)(u^2 + q^2)}} \left(\frac{1}{u^2 + v^2} + \frac{1}{h^2 - v^2}\right) \frac{u^2 \, du}{(u^2 + 1)^2}. $$

(3-22)

After substitution of Equation (3-22) into Equations (3-18a) and (3-19), the corresponding current distribution and the field along the $y$-axis are respectively

$$j(u) = \frac{4}{\pi^2} \int \frac{\sqrt{(q^2 - v^2)(v^2 - p^2)}}{\sqrt{(u^2 + p^2)(u^2 + q^2)}} \left(\frac{1}{u^2 + v^2} + \frac{1}{h^2 - v^2}\right) \frac{u^2 \, du}{(u^2 + 1)^2}, $$

(3-23)

$$B_x(0, y) = \left\{ \begin{array}{ll}
\frac{2\mu_0}{\pi d} \int \frac{\sqrt{(q^2 - y^2)(p^2 - y^2)}}{\sqrt{(u^2 + q^2)(u^2 + p^2)}} \left(\frac{1}{u^2 + y^2} + \frac{1}{h^2 - y^2}\right) \frac{u^2 \, du}{(u^2 + 1)^2}, & 0 \leq y < p, \\
0, & p < y < q, \\
\frac{2\mu_0}{\pi d} \int \frac{\sqrt{(y^2 - q^2)(y^2 - p^2)}}{\sqrt{(u^2 + q^2)(u^2 + p^2)}} \left(\frac{1}{u^2 + y^2} + \frac{1}{h^2 - y^2}\right) \frac{u^2 \, du}{(u^2 + 1)^2}, & y > q.
\end{array} \right.$$

(3-24)

and the potential along the $y$-axis is

$$A(0, y) = \frac{\mu_0}{2} \left( J \ln \frac{y + h}{|h - y|} + \int_p^y \ln \frac{y + v}{y - u} \, I(u) \, dv + \frac{2}{y + 1} \right) - \phi(t).$$

(3-25)
Now define $\phi_1$ as the flux between the photosphere and the filament, and $\phi_2$ as the flux between the photosphere and the current sheet, then

$$\phi_1 = \frac{\mu_0}{2} \left[ \int \ln \left( \frac{2h}{r} - 1 \right) + \int \ln \frac{h-r+v}{h-r-v} I(v) \, dv - \frac{2}{h-r+1} \right].$$

(3-26a)

$$\phi_2 = \frac{\mu_0}{2} \left[ \int \ln \frac{h+p}{h-p} + \int \ln \frac{v+p}{v-p} I(v) \, dv - \frac{2p}{p+1} \right].$$

(3-26b)

In fact, $\phi_1$ represents the total flux which is transferred from the photosphere into the corona through the reconnection of field lines in the photosphere, while $\phi_2$ represents the flux dissipated due to the reconnection in the corona.

The above solutions of the potential and the field along the $y$-axis are derived under the assumption that the filament radius is small compared to all other scale lengths, hence they are not exact. However, the errors are estimated by Forbes and Isenberg (1991) to be of the second order in the small parameter $r/h$. 


CHAPTER 4

EVOLUTION OF THE EQUILIBRIA AND ERUPTION

This chapter discusses the equilibria determined from the solutions of the vector potential. The equilibria are evolved either by changing the photospheric boundary condition or by reconnecting the coronal field lines below the filament. Let us first look at some interesting limiting cases of the general solution.

Special Cases of Current Sheet Solution

Attached Current Sheet Limit \( p = 0 \)

The attached current sheet problem previously considered by Forbes and Isenberg (1991) is a special case of the general solution for a detached current sheet. The solution for the detached current sheet reduces to the solution for attached current sheet in the limit \( p = 0 \), i.e., when the bottom end of the current sheet attaches itself to the boundary. By substituting \( p = 0 \) into Equations (3-21a) and (3-24) and then evaluating the integrals for \( y > q \), one finds that

\[
B_y(0, y) = \frac{\mu_0}{d} \left( \frac{J y}{h^2 - y^2} \sqrt{y^2 - q^2} + \frac{2 y}{(y^2 - 1)^2} \left[ 1 - \frac{1}{\pi} \arctan \left( \frac{2q \sqrt{y^2 - q^2}}{y^2 - 2q^2} \right) \right] \right)
\]

which is the same as Equation (29) in Forbes and Isenberg (1991) (except for the difference between MKS and cgs units). Similarly, solutions for the potential, flux, etc.,
are identical with the relevant results in their paper in the limit \( p = 0 \). Therefore, the Forbes and Isenberg (1991) result is indeed a special case \((p = 0)\) limit of detached current sheet solution. The corresponding discussion and conclusion in their work may be applied appropriately to the problem if the attached limit is considered.

**Zero Current Sheet Limit \( (q = p) \)**

In the case in which a current sheet reduces to an 'X' type neutral point occurring between the filament and the photosphere, the solution for the detached current sheet reduces to Equations (3-10) to (3-12). This special limit of the solution will be referred as the 'vacuum solution' in the remaining part of this chapter, because the field configuration is just like a wire (filament) immersed in a vacuum, with foot points of the field lines being tied in the photospheric boundary. Applying the condition that the magnetic field is zero at the neutral point \((y = p = q)\) to Equation (3-11) leads to

\[
J_h = \frac{(v^2 - p^2)}{(p + 1)^2}, \tag{4-2}
\]

which may be combined with the equilibrium condition to determine the position of the neutral point.

**Evolution of the Filament Equilibria**

The equilibria of the filament can be determined by finding the positions where the force on the filament is zero, as indicated by Equation (2-10). In general, Equation (2-10) is satisfied by substituting Equation (2-12) into Equation (3-9b). That is

\[
\frac{1}{2} \frac{J}{h + y} \frac{1}{(y + 1)^2} + \int_p^q \frac{I(v)u dv}{v^2 - y^2} = 0, \tag{4-3}
\]

which gives the general equilibrium condition for the filament.
Equilibria of the Filament ('Vacuum' Case)

In the 'vacuum' case, the equilibria of the filament can be obtained by substituting $I(u) = 0$ into Equation (4-3) and taking the limit $y \to h$. Hence

$$J = \frac{4h}{(h+1)^2}. \quad (4-4)$$

The equilibria occur at

$$h = \frac{(2 - J - 2V - J - 1)^2}{J}. \quad (4-5)$$

The position of the neutral point can be found by substituting Equation (4-4) into Equation (4-2) and then solving the obtained equation for $p$. That is

$$p = \frac{h(h+3)(h-1)}{(h+1)\sqrt{(h+1)^2 + 4(h^2 - 1)} + 4h}. \quad (4-6)$$

Since $p = 0$ when $h = 1$, the neutral point appears between the filament and the photosphere only if $h > 1$. Now the total reconnected flux $\phi_1$ and the flux between the current sheet (i.e., the neutral point) and the photosphere, $\phi_2$, can be expressed as the functions of the filament height, $h$, only. For $h \geq 1$,

$$\phi_1 = \mu_0 \left[ \frac{2h}{(h+1)^2} \ln \left( \frac{2h - 1}{r} \right) - \frac{h - r}{h - r + 1} \right], \quad h > r, \quad (4-7a)$$

$$\phi_2 = \frac{\mu_0 h}{(h+1)^2} \left[ 4 \ln \left( \frac{1}{2} + \sqrt{\frac{1}{4} + \frac{h-1}{h+1}} \right) - \frac{(h-1)(h+3)}{h + \sqrt{1 + 4 \left( \frac{h-1}{h+1} \right)}} \right], \quad (4-7b)$$

where Equations (4-4) and (4-6) have been used in the derivation. A schematic diagram of the field configuration with a neutral point appeared between the filament and the photosphere is shown in Figure 8.
Fig. 8. A schematic diagram of field lines for 'vacuum' solution. The filament motion is indicated by the thick solid arrow, while plasma motion below the photosphere is indicated by the hollow arrows.
If we define $\phi_2 = 0$ when the neutral point is below the photosphere ($p < 0$ case), then, for $h < 1$,

$$\phi_1 = \mu_0 \left[ \frac{2h}{(h+1)^2} \ln \left( \frac{2h}{r} - 1 \right) - \frac{h-r}{h-r+1} \right], \quad h > r, \quad (4-8a)$$

$$\phi_2 = 0. \quad (4-8b)$$

A 3-D curve is defined by Equations (4-7) and (4-8) in the $(h, \phi_1, \phi_2)$ space, with the flux normalized by $\mu_0$, as shown in Figure 9. The curve has a turning point O at which $\phi_1$ reaches its maximum value. The position of the turning point O, $h_c$, can be found by taking the derivatives to $h$ at both sides of Equation (4-7a) and then setting $d\phi_1/dh = 0$, i.e.,

$$2(h-1) \ln \left( \frac{2h}{r} - 1 \right) = (h+1) \left[ \frac{4h}{(2h-r) - (h+1)^2} / (h+1 - r)^2 \right]. \quad (4-9)$$

When $r \to 0$, $h \to 1$. Thus, for small filament radius ($r < 0.01$), we have approximately

$$2(h-1) \ln \left( \frac{2h}{r} \right) = h + 1.$$

The solution of Equation (4-9), $h = h_c(r)$, can be substituted into Equation (4-7a) to get

$$\phi_{1\text{max}} = \mu_0 \left[ \frac{h_c}{h_c^2 - 1} \left( \frac{4h_c}{2h_c-r} - \frac{(h_c+1)^2}{(h_c-r+1)^2} \right) - \frac{h_c-r}{h_c-r+1} \right], \quad (4-10)$$

which is a function of the filament radius, $r$. Similarly, by substituting the turning point position, $h_c$, into Equations (4-4), (4-6) and (4-7b), the corresponding values for $J$, $p$, and $\phi_2$, can be obtained respectively.

When $h$ (filament height) approaches infinity, $J$ (filament current) approaches zero. The filament is no longer affected by photospheric field as it reaches the equilibrium at infinity, no matter what the values of $\phi_1$ and $\phi_2$ might be.
Fig. 9. A schematic diagram of the 'vacuum' solution: (a) in the 3-D $(h, \phi, \phi_2)$ space, the thick solid (dashed) curve represents the part of the solution in (out of) the $h-\phi_1$ plane; (b) its projection on the $h-\phi_1$ plane. The point O is the turning point at which $\phi_1 = \phi_{1\text{max}}$. 
Equilibria of the Filament (with Current Sheet)

After substituting Equation (3-23) into Equation (4-3) and evaluating the integral of the last term on the RHS of Equation (4-3), we obtain the equilibria for the filament, with a current sheet formed below it. That is

\[
J(\frac{2h^2}{h^2 - q^2} + \frac{h^2 + p^2}{h^2 - p^2}) = 2\pi \int_q^\infty \frac{\sqrt{(h^2 - q^2)(h^2 - p^2)}}{\sqrt{(u^2 + q^2)(u^2 + p^2)}} \cdot \frac{4h}{h^2 + u^2} \cdot \frac{u^2}{(u^2 + 1)^2} \, du.
\]

where Equation (3-21a) has been used.

In general, \(J\), \(q\), \(p\), and \(I(u)\) depend on \(h\), \(r\) and \(\phi_1\). If we set \(\phi_1\) and \(r\) as constants, then Equations (3-26a) and (4-11) define two functions \(p(h)\) and \(q[h]\) implicitly through

\[
V(h, p, q) = J\ln\left(\frac{2h}{r} - 1\right) + \int_p^\infty \ln\left(\frac{h - r + v}{h - r - v}\right) I(u) \, du - \frac{2(h - \eta)}{h - r + 1} - \frac{2\phi_1}{\mu_0} = 0
\]

\[
W(h, p, q) = J(\frac{2h^2}{h^2 - q^2} + \frac{h^2 + p^2}{h^2 - p^2}) - 2\pi \int_q^\infty \frac{\sqrt{(h^2 - q^2)(h^2 - p^2)}}{\sqrt{(u^2 + q^2)(u^2 + p^2)}} \cdot \frac{4h}{h^2 + u^2} \cdot \frac{u^2}{(u^2 + 1)^2} \, du = 0
\]

where \(J\) and \(I(u)\) are given by Equations (3-21a) and (3-23), respectively. Therefore, the length of the current sheet, \(q - p\), the filament current, \(J\), and the current distribution in the sheet, \(I(u)\), are expressed as the functions of the filament height, \(h\), respectively, with \(\phi_1\) and \(r\) as the parameters.

As mentioned previously, the 'vacuum' solution given by Equations (4-7) and (4-8) defines a three dimensional equilibrium curve in the \((h, \phi_1, \phi_2)\) space. More generally, the solution with the detached current sheet, given by Equations (3-21a), (3-23), (3-26) and (4-11), defines a three dimensional equilibrium surface in the \((h, \phi_1, \phi_2)\) space. The special case of the 'vacuum' solution (the 3-D curve) lies on this surface and serves as a
boundary, while the attached current sheet solution obtained by Forbes and Isenberg (1991) is the intersection line of the equilibrium surface with the $h$-$\phi_1$ plane.

**Evolution of the Equilibria**

The current filament stays in magnetohydrostatic equilibrium if the magnetic compression of field lines between the filament and the photosphere is balanced by the magnetic tension of the field lines anchored in the photosphere but passing over the top of the filament. The quasi-static evolution of the equilibria is caused by the gradual reconnection of photospheric field lines below the filament. As the flux is transferred from the photosphere into the corona, magnetic energy is stored in the corona. In this way the filament is quasi-statically driven upwards as the magnetic compression increases, until it reaches a critical point where the magnetohydrostatic equilibrium becomes unstable. Eventually an eruption may occur during which the filament is rapidly ejected upwards.

Keeping in mind the basic ideas above, the evolution of the equilibria is determined as follows: Prior to the formation of the current sheet, the evolution is prescribed by the 'vacuum' solution, i.e., Equations (4-8) and (4-7) for $h < 1$ and $h \geq 1$ cases, respectively. The height of the filament is determined by the total reconnected flux, $\phi_1$. While after the formation of the current sheet, the evolution is governed by the more general solution given by Equations (3-21a), (3-26) and (4-11).

Now an important question arises: where is the formation point of the current sheet? This point serves as a critical point in the evolution of the equilibria, and two different solutions will be used to describe respectively the evolution before and after this point. According to the discussion in Chap. 2, a current sheet may be formed about an $x$-type neutral point in response to changes in the surrounding magnetic field when a
magnetohydrostatic equilibrium becomes unstable. It is obvious now that a current sheet can only develop in the corona when \( h \geq 1 \), since for \( h < 1 \), the neutral point stays below the photosphere. For \( h > 1 \), the 'vacuum' solution shows that the neutral point occurs above photospheric boundary (see Figure 8), with its position given by Equation (4-6). In an ideal MHD model, a current sheet would tend to develop immediately after the neutral point occurs. If reconnection in the corona is prohibited, a current sheet with one end attached to the photosphere will be formed below the filament, as happens in the solutions of Forbes and Isenberg (1991). However, in our model, the reconnection in the corona is allowed. Considering that the reconnection time scale, \( \tau_r \), is much smaller than the quasi-static evolution time scale, \( \tau_p \), no current sheet will be formed during the quasi-static evolution, because the reconnection will immediately dissipate any current sheet. In other words, the current sheet will not be formed in the storage phase.

So it is reasonable to think that the current sheet in the model starts to form spontaneously with the loss of magnetohydrostatic equilibrium and develops during the eruptive phase. Actually, the formation point of the current sheet is the turning point of the 'vacuum' solution (point O in Figure 9) because this turning point is in fact the critical point in the evolution of the equilibrium. This can be deduced as follows: In the quasi-static storage phase, the filament evolves through the stable equilibrium curve (the 'vacuum' solution) until the total reconnected flux, \( \phi_1 \), reaches its maximum value at the point O, as illustrated in Figure 9b. The flux \( \phi_1 \) corresponds to \( \phi(0) \), which has been defined in Equations (2-15) and (2-16) as the flux transported by photospheric flow from \( x = \pm \infty \), and therefore there should be no limit on its value. In other words, \( \phi_{1\text{max}} \) cannot be the upper limit of \( \phi_1 \), either from physical or mathematical considerations. Notice that there is a 'vacuum' equilibrium state at infinity (\( h = \infty \)) where \( \phi_1 \) could take any value. Thus, it is clear that \( \phi_1 \) has multiple values at the
turning point $O$ where no nearby stable 'vacuum' equilibria are available. Consequently, we see that the point $O$ is indeed the critical point at which the storage phase of the evolution ends. The coronal current system can no longer respond to the quasi-static changes in the photosphere through quasi-static evolution. Any further change, no matter how small it might be, will cause a loss of equilibrium, and the quasi-static evolution will be replaced by the dynamic evolution—the eruption. If the reconnection could occur freely in the corona, i.e., \( \tau_A \gg \tau_r \), then no current sheet would ever be formed, and the filament would be ejected right up to infinity. However, this is not the case in an ideal-MHD model. In an ideal-MHD model \( \tau_r \to \infty \), and no reconnection occurs in the corona. Without reconnection, a current sheet develops rapidly during the eruption, and the tension force grows so strong that the filament's upward motion is stopped long before the filament reaches \( \infty \). Such an eruption, caused by the loss of ideal-MHD equilibrium, corresponds to the impulsive phase of the eruptive flares. In a realistic plasma like the corona, \( \tau_r \) will be finite, but it may still be much greater than \( \tau_A \), and thus the ideal-MHD solution may be a good approximation during the jump in this case. However, it is also possible that \( \tau_r \gtrsim \tau_A \), in which case significant reconnection would occur during the jump. Here we will assume that this is not the case.

Preflare phase

The above discussions have an important implication which is closely related to the preflare phase of the eruptive solar flares. According to the discussions in the last section, an $x$-type neutral point appears between the filament and the photosphere during the late stage of the quasi-static evolution. Because the reconnection in the corona is so fast compared with quasi-static evolution (\( \tau_r \ll \tau_p \)), no current sheet is formed until the evolution of the system reaches the critical point. The evolution in the
period prior to the eruption, starting after the neutral point appears and ending when
the system reaches the critical point, can be identified with the preflare phase, and the
evolution of the system during the preflare phase is governed by the 'vacuum' solution.

When the system evolves along the equilibrium curve, the force acting on the
filament is zero, and no work is done due to the displacement of the filament. The
change in magnetic energy is due to the variation of the flux in the circuit only (Forbes
and Isenberg, 1991). That is

\[ \Delta W = \int_c \frac{\partial W}{\partial \phi_1} d\phi_1 = \int_c I_f[h(\phi_1), \phi_1] d\phi_1 = \pi \rho \int_c J(h) \frac{\partial \phi_1}{\partial h} dh, \]  
\hspace{1cm} (4-13)

where \( C \) is the path of the integration—the 'vacuum' equilibrium curve. Substitution of
the 'vacuum' solutions, i.e., Equations (4-4) and (4-7a), into Equation (4-13) gives

\[ \Delta W_{pre} = \pi \mu I_0^2 [K^*(h_c) - K^*(1)], \]  
\hspace{1cm} (4-14a)

\[ W_0 = \pi \mu I_0^2 [K^*(\infty) - K^*(1)], \]  
\hspace{1cm} (4-14b)

\[ W_c = \pi \mu I_0^2 [K^*(\infty) - K^*(h_c)], \]  
\hspace{1cm} (4-14c)

where

\[ K^*(h) = \int \frac{4h}{(h+1)^4} \left[ \frac{4h}{2h-r} - \frac{(h+1)^2}{(h+1-r)^2} - 2 \frac{h-1}{h+1} \ln \left( \frac{2h-r}{r} \right) \right] dh, \]  
\hspace{1cm} (4-15)

and \( W_0 \) is the stored magnetic energy when the neutral point appears on the photosphere
boundary \( p = 0 \), \( W_c \) is the stored energy when the evolution of the system reaches the
critical point, \( h_c \) is the height of the filament corresponding to the critical point given
by the solution of Equation (4-9). The energy change during the preflare phase is \( \Delta W_{pre} \)
\[ = W_0 - W_c \]. The integral in Equation (4-15) can be evaluated to obtain
\[
K^*(h) = \frac{4h^2}{(h+1)^4} \ln \left(\frac{2h}{r} - 1\right) + \frac{4}{r^2} \left[ \frac{(2-1) \ln \frac{h+1}{h+1-r} - \frac{1}{h+1} - \frac{1-r}{h+1-r}}{r \cdot h + 1 - r \cdot h + 1} \right] + 
\]
\[
+ \frac{8}{2 + r} \left[ \frac{1}{3} \frac{1}{(h+1)^3} - \frac{1}{2 + r} \frac{1}{(h+1)^2} + \frac{r^2}{(2 + r)^2} \frac{1}{h+1} - \frac{2r^2}{(2 + r)^3} \frac{1}{h-r/2} \right], \quad (4-16)
\]

where \(K^*(\infty) = 0\). For small filament radius (say, \(r < 0.01\)), we have approximately

\[
K^*(h) = \frac{4h^2}{(h+1)^4} \ln \left(\frac{2h}{r}\right). \quad (4-17)
\]

**Eruption and the Formation of the Current Sheet**

**General Eruption Analysis**

The 'vacuum' solution below the critical point \(O\) (see the 3-D curve in Figure 9a) represents the lower stable equilibrium branch of the evolution. The upper stable equilibrium branch is represented by the solution with the detached current sheet.

Catastrophe behavior occurs if the two branches exhibit multiplicity at \(\phi_i = \phi_{i_{\text{max}}}\), as illustrated in Figure 10a. However, if the upper branch of the equilibrium curve is well connected to the lower branch, as shown in Figure 10b, then the transition from the lower to the upper equilibrium will occur smoothly and continuously. To determine the catastrophe behavior, in general we need to calculate the equilibrium curve \(h = h(\phi_i)\) by solving Equation (3-26a) and the associated equations, as we did in the 'vacuum' case.

However, the better and simpler way to study the catastrophe behavior is to use the condition that the eruptive phase is a transient process during which the flux in the corona is constant. The analysis will be carried out as follows:

Since the previous discussion shows that \(\phi_i = \phi_{i_{\text{max}}}\) when the eruption starts, then, by substituting \(\phi_i = \phi_{i_{\text{max}}}\) into Equation (4-12a) and solving Equations (4-12) with Equations (3-21a) and (3-23), we obtain \(J(h), q(h), p(h)\) and \(I(v,h)\) during the eruptive
Fig. 10. Schematic diagram of the projection of the filament equilibria onto the $h$-$\phi_1$ plane: (a) with catastrophe; (b) with no catastrophe.
The next step is to substitute the above results into Equation (3-26b) so that the equilibrium curve $h = h(\phi_2)$ is determined for the detached current sheet solution, with $\phi_1 = \phi_{1\text{max}}$. As mentioned previously, the detached current sheet solution in general defines a 3-D equilibrium surface in the $(h, \phi_1, \phi_2)$ space, and the equilibrium curve $h(\phi_2)$ is just the intersection line of the 3-D surface with the $\phi_1 = \phi_{1\text{max}}$ plane. If $h(\phi_2)$ exhibits multiplicity at $\phi_2 = \phi_{2c}$, where $\phi_{2c}$ is the value of $\phi_2$ at the critical point $O (h = h_c$ in Equation (4-7b)), then catastrophe behavior exists. The eruption due to the catastrophic loss of ideal-MHD equilibrium can be determined by finding $h_u$, the upper equilibrium position, where again $\phi_2 = \phi_{2c}$. Once $h_u$ is known, the length of the current sheet and other physical quantities are determined accordingly. For instance, the energy released during the eruption (i.e., the impulsive phase) can be calculated by evaluating the integral on the RHS of Equation (4-13), where the path $C$ is the equilibrium curve determined by the detached current sheet solution (from $h = h_c$ to $h = h_u$). In Figure 11 the stored magnetic energy of the system as the function of the filament height is sketched for the fixed total flux ($\phi_1 = \phi_{1\text{max}}$), and the energy released during the eruption is also indicated.

The eruption analysis method described above is analogous to the method used by Forbes and Isenberg (1991). The only difference is that in their analysis $\phi_2 = 0$, instead of $\phi_1 = \phi_{1\text{max}}$, and they determined $h(\phi_1)$, instead of $h(\phi_2)$ (in their attached current sheet model $\phi_1$ is denoted as $\phi$ since $\phi_2 = 0$). The results of their catastrophe behavior analysis is presented in Figure 4 of Forbes and Isenberg (1991), which is sketched in Figure 12. As an example, we also plot in Figure 13 the magnetic field configurations at various stages in the evolution described by the attached current sheet solution (Forbes and Isenberg, 1991). Although the attached current sheet case is only a special limiting case of the more general detached cases, the field configurations shown in Figure 13
Fig. 11. A schematic diagram of the magnetic energy of the system as the function of the filament height for fixed flux \( \phi_i = \phi_{\text{max}} \). The energy released during the eruption is: \( W_u - W_c \) (if reconnection in the corona is allowed).
Fig. 12. A schematic drawing of the equilibria in the attached current sheet model (Forbes and Isenberg, 1991) when catastrophe behavior is present. The dashed part of the equilibrium curve is unstable, and the shaded region is inaccessible.
Fig. 13. Magnetic field configurations at various stages in the attached current sheet solution (after Forbes and Isenberg, 1991). A catastrophic loss of equilibrium occurs when the evolution reaches the critical point at 3. The equilibrium filament height is sketched as a function of the stored magnetic energy in the bottom panel. The thick dashed line is the expected filament trajectory during the ideal-MHD jump (the deviation of the trajectory from the vertical line has been exaggerated for illustration).
still illustrate the basic picture of the variation of the field configuration during the evolution. Figure 14 shows schematically the equilibrium filament height as the function of the stored magnetic energy in the detached current sheet model. Also shown are the corresponding curves for the attached model.

Small Current Sheet Expansion Analysis

The general solution for the equilibria with a detached current sheet involves complete elliptic integrals, and a system of 5 coupled transcendental equations. Even if elliptic integrals were not present, the system of transcendental equations is sufficient to rule out the possibility of an analytical solution. Thus only a numerical solution of the full system is possible. Such a numerical solution was previously done by Forbes and Isenberg (1991) for the attached current sheet case, but their numerical method is not yet efficient enough to handle the additional complication of elliptic integrals. However, as we will see, a simple expansion for small current sheets can provide some significant information about the effect of the current sheet and enhance our understanding of the solution.

Let \( \varepsilon_0 = q - p \) be the small parameter of the expansion, where \( (q - p)/q \ll 1 \) has been assumed for the small current sheet. If we define \( s^2 = (p^2 + q^2)/2 \) and \( s^* = (p + q)/2 \), then \( s^* = s + o(\varepsilon_0^2) \). By substituting \( \varepsilon_0 \), \( s \) and \( s^* \) into Equations (3-21a), (3-23), (3-26) and (4-11) and then expanding Equations (3-26), we obtain

\[
\phi_1 = \phi_{10} + \varepsilon^2 \frac{h^2 - s^2}{2s} \ln \frac{h + s - r}{h - s - r} + o(\varepsilon^3),
\]

\[
\phi_2 = \phi_{20} + \varepsilon^2 \frac{h^2 - s^2}{2s} \ln \frac{s + p}{s - p} + o(\varepsilon^3),
\]

where \( \phi_{10} \) and \( \phi_{20} \) are the 'vacuum' values of \( \phi_1 \) and \( \phi_2 \) given by Equations (4-7), and
Fig. 14. A schematic diagram of the equilibrium filament height as the function of the stored magnetic energy in the detached current sheet model (dark). The dashed line represents the expected filament trajectory during the catastrophic eruption. The curves for the corresponding attached current sheet model (light shaded) is also sketched for comparison.
\[
\epsilon^2 = \frac{3}{2} \left[ \frac{1}{h^2 - s^2} \right] \frac{1}{(s + 1)^2} \left[ 1 + \frac{h^2 - s^2}{s(s + 1)} \right].
\]

The expansions (4-18) lack the first order terms because the two ends of the current sheet, i.e., points \( p \) and \( q \), are symmetric to the neutral point. For small current sheets, \( s = s^* \), and thus

\[
\epsilon_0 = q - p = 2(s^* - p) = 2(s - p),
\]

where \( s \) is given by Equation (4-6), i.e.,

\[
s = \frac{h(h + 3)(h - 1)}{(h + 1) \sqrt{(h + 1)^2 + 4(h^2 - 1) + 4h}}.
\]

For small current sheets \( s = s^* \) is just the the position of the neutral point, and the approximate solution, \( h = h(\phi_1, \phi_2) \), for small detached current sheet can be solved from Equations (4-18) by using the above relations to eliminate \( p, \epsilon, \) and \( s \). To the first order, the solution is basically the same as the 'vacuum' solution. Thus, the behavior and properties of the small current sheet solution are essentially equivalent to the solutions obtained previously by Martens and Kuin (1989), and Priest and Forbes (1990), who used a line current to represent the small current sheet.

Although we are unable to calculate the full solution of the general detached current sheet analytically, we can nevertheless get basic ideas about the overall behavior of the solution from the expansion and plot the full solution schematically. Equations (4-18) indicate that the presence of the current sheet increases the total amount of flux that can be stored in the corona \( \phi_1 > \phi_{10}, \phi_{10} > 0 \) while decreasing the coronal flux below the original \( \chi \)-line \( 1|\phi_2| < 1|\phi_{20}|, \phi_{20} < 0 \). Since

\[
\ln \left( \frac{|s + p|}{|s - p|} \right) > \ln \left( \frac{|h + s - \eta|}{|h - s - \eta|} \right),
\]


we can see that the effect of the current sheet on $\phi_2$ is greater than that on $\phi_1$, when the length of the current sheet is small.

**About Catastrophe Behavior**

Based on the properties above and our knowledge of the two special limiting cases of the detached current sheet solution, namely the 'vacuum' solution and the attached current sheet solution, we are able to determine the general behavior of the overall solution in the 3-D space ($h, \phi_1, \phi_2$), as shown in Figure 15. The thick solid curve (in the $h-\phi_1$ plane) is the attached current sheet solution obtained by Forbes and Isenberg (1991), while the dashed 3-D curve represents the 'vacuum' solution. The 3-D surface between the two curves is the equilibrium surface defined by Equations (3-26) and the associated equations. The evolution of the equilibria depends crucially on the rate of the reconnection in the corona. If the reconnection in the corona is prohibited, i.e., $\tau_r >> \tau_p$, then the equilibrium curve is the attached current sheet solution; on the other hand, if the reconnection occurs freely in the corona, i.e., $\tau_r << \tau_A$, then no current sheet can be formed and the equilibrium curve is the 'vacuum' solution. Under the more realistic ordering, $\tau_p >> \tau_r >> \tau_A$, a detached current sheet is formed and the equilibrium curve is somewhere between the two limiting cases discussed above.

According to Figure 15 and Equations (4-7) to (4-10), the location and the shape of the equilibrium curve depend on the filament radius, $r$. If the equilibrium curve exhibits multiplicity at the critical point, then the filament will be ejected upwards by a catastrophic loss of ideal-MHD equilibrium.

An important result obtained by Forbes and Isenberg (1991) is that the occurrence of the catastrophic loss of equilibrium depends crucially on the radius of the filament. In their analysis the catastrophe behavior disappears when the filament radius exceeds a
Fig. 15. A schematic diagram of the equilibrium surface defined by the detached current sheet solution. Point O is both the critical point and the sheet formation point for the detached current sheet model, while points O' and F are the critical point and the sheet formation point for the attached model (Forbes & Isenberg, 1991), respectively.
specific value (10^{-3} times the length scale of the photospheric field). Other studies of CME's (Démoulin & Priest, 1988; Anzer & Ballester 1990) have led to similar results.

Since the attached current sheet model by Forbes and Isenberg (1991) represents a special limiting case of our detached current sheet model, we would expect that the above result is generally true for our generalized model. Indeed, by examining Figure 15 carefully, one can tell that the catastrophe behavior exists when the filament radius is sufficiently small. In Figure 15, three points O, O' and F are separated from each other when the filament radius r ≠ 0, but they approach each other as r → 0 and become one identical point when r = 0. Since catastrophe occurs in the attached current sheet case for small filament radius, the continuity of the equilibrium surface ensures that catastrophe behavior also occurs in the detached case, provided that the filament radius is so small that the two equilibrium curves (attached and detached) are very close and behave similarly. The trajectories of the filament during the overall evolution is sketched in Figure 16a in which the catastrophe eruption (ideal-MHD jump) is indicated by thick dashed curve. After the catastrophic eruption, the system undergoes the third stage—a reconnection jump which is a non-ideal process during which the current sheet is dissipated by fast reconnection and magnetic energy is released as the filament is ejected upwards to infinity. The time scale of the reconnection jump is comparable to τ_r and much faster than the quasi-static time scale τ_p, so that during the reconnection jump the total flux (in the corona) φ_1 is constant.

In the detached current sheet model, the critical radius of the filament, r_c, can be determined by investigating the behavior of the equilibrium curve near the critical point, O. According to the previous discussion, the equilibrium curve h = h(ϕ_2) which lies on the ϕ_1 = ϕ_{imax} plane of the 3-D (h, ϕ_1, ϕ_2) space can be determined by solving Equations (4-12) and (3-26b) in association with Equations (3-21a) and (3-23). When the filament radius r satisfies r < r_c so that catastrophe behavior occurs, the shape of the
Fig. 16. Schematic diagrams of 3-D curves projected onto the $h$-$\phi_1$ plane and the $h$-$|\phi_2|$ plane. The curves show the trajectories of the filament during the evolution. In (a) the filament radius is smaller than the critical radius, and a catastrophic loss of ideal-MHD equilibrium occurs. In (b) the filament radius is greater than the critical radius for catastrophe, and only the reconnection jump occurs.
equilibrium curve \( h(\phi_2) \) looks like an 'S' (e.g., Figure 12) in the \((h, \phi_2)\) plane, and \(d\phi_2/dh = 0\) at the two turning points. The lower turning point is in fact the critical point \( h = h_c \), which is a maximum-value point of the function \( \phi_2(h) \), while the upper turning point which is on the unstable branch of the equilibrium curve is a minimum-value point of \( \phi_2(h) \). As the filament radius increases, the two points move closer and eventually become one identical point —the inflection point—when \( r = r_c \). For \( r > r_c \), there is no catastrophe, and \( d\phi_2/dh \neq 0 \) at \( h = h_c \). Therefore, when \( r = r_c \),

\[
\begin{align*}
\frac{d\phi_2}{dh} &= 0, \quad h = h_c \quad (4-19a) \\
\frac{d^2\phi_2}{dh^2} &= 0, \quad h = h_c \quad (4-19b)
\end{align*}
\]

which are the conditions needed to determine the critical radius of the filament.

The physical interpretation of the specific filament radius required for catastrophe behavior is that there must be enough magnetic energy stored in the corona to trigger a catastrophic loss of ideal-MHD equilibrium. From Equations (4-9) and (4-10) we see that the total reconnected flux \( \phi_{\text{max}} \), which corresponds to the total magnetic energy transferred from the photosphere to the corona prior to the eruption, increases as \( r \) decreases. Thus, from the view that the filament current is generated by photospheric reconnection, it is quite reasonable to expect the filament radius to be less than some critical value in order to maintain catastrophe behavior. In other words, the stored magnetic energy must exceed some critical value, \( W_{c0} \). This critical value of magnetic energy can be computed from Equation (4-14c) by setting \( r = r_c \) in Equations (4-9) and (4-16) and substituting them into Equation (4-14c), i.e.,

\[
W_{c0} = W_c(r = r_c). \quad (4-20)
\]

The energy requirement \(|W_c| > |W_{c0}|\) is equivalent to the radius requirement \( r < r_c \) for maintaining catastrophe behavior. However, if the critical value of the filament radius
determined by condition (4-19) is too small, then the corresponding field strength at the
surface of the filament would be extremely large. For instance, some $10^5$ Gauss field is
estimated to occur at the surface of a filament with the radius $r$ of about $10^{-3}$ times the
scale length of photospheric field (Forbes and Isenberg, 1991), which is not realistic.

In general, the critical value of the filament radius depends on the photospheric
background field of a specific model and other factors such as the consideration of the
state of the filament. Recently, Isenberg, Forbes and Démoulin (1992) have found that
the critical value of the filament radius can be as large as 0.24 times the length scale of
the photospheric field, if a submerged dipole is replaced by a quadrupole for the back­
ground field and the filament is compressible or force-free instead of incompressible.
Since the effect of a current sheet is to hold the filament and stabilize the equilibrium,
it is reasonable to expect the critical energy required for catastrophe in the detached
current sheet case is less than that in the attached case, because no current sheet is
formed before the eruption in detached case. In other words, the critical radius of the
filament in the detached current sheet model should be larger than the critical radius of
the filament in the corresponding attached case.

**Evolution without Catastrophe**

An interesting point worth considering is how the evolution of the system proceeds
if no catastrophe occurs. This happens when the filament radius $r$ is greater than the
critical value $r_c$. Without catastrophe means that the system never losses ideal-MHD
equilibrium. Instead, it undergoes a reconnection jump which is a resistive process (see
Figure 16b). According to the previous discussion, the quasi-static evolution of the
coronal system via the 'vacuum' equilibrium curve (lower branch of equilibrium) ends
at the critical point $O$ where the magnetohydrostatic equilibrium becomes unstable and
a current sheet starts to develop. The evolution beyond the critical point $O$ is no longer
quasi-static compared to the reconnection time scale, $\tau_r$, because it has to be fast enough to allow the current sheet to develop slowly below the rising filament. The corresponding time scale for this evolution is on the order of the reconnection time scale $\tau_r$. When the current sheet becomes long enough, a tearing-mode instability will eventually occur and lead to a relatively slow eruption.

The evolution without catastrophe behavior generally suggests that the system cannot acquire enough energy for the catastrophe eruption before it reaches the critical point where the magnetohydrostatic equilibrium becomes unstable. This may be because the filament radius exceeds the critical value and the photospheric background field is relatively weak. After the formation of the current sheet, a relatively slow (compared with the eruption caused by loss of ideal-MHD equilibrium) eruption may be triggered by the tearing mode instability developed in the current sheet when the length of the sheet reaches certain value (Priest, 1982a). This implies that a huge filament in a relatively weak field environment may erupt at certain height. Eruptions of quiescent prominences might be examples of this type of eruption (Isenberg, Forbes & Demoulin, 1992). Other possible examples are those thermal flare with no impulsive phase.

**Summary**

A detached current sheet model for eruptive flares, CME's and prominence ejections has been developed based on the assumption of three characteristic time scales, namely, $\tau_p$, for convective motions in the photosphere, $\tau_r$ for reconnection in the corona, and $\tau_A$ for Alfvén wave propagation in the corona. The analysis makes the assumption that $\tau_p >> \tau_r >> \tau_A$. The model is an MHD version of the circuit model first proposed by Van Tend and Kuperus (1978) for erupting prominences. By allowing reconnection in the corona, we have generalized the attached current sheet model of Forbes and Isenberg (1991), and solved the vector potential problem for a flux rope in a
field configuration which contains a detached current sheet and which satisfies the line-plied boundary condition in the photosphere.

In this new model a current sheet starts to develop when the magnetohydrostatic equilibrium of the system becomes unstable. The magnetohydrostatic equilibrium is maintained by the balance between the magnetic compression and tension forces acting on the filament. Work done by the convective motions in the photosphere increases the total magnetic energy of the system by transferring magnetic flux from the photosphere to the corona. As this process proceeds, the filament is driven upwards quasi-statically until the equilibrium is suddenly lost.

An important result based on the ordering of three characteristic time scales in our model is that the critical point in the evolution of the system equilibrium is just the critical point of the 'vacuum' equilibrium evolution in which no current sheet forms. Unlike Forbes and Isenberg (1991), we have assumed that magnetic reconnection in the corona is much faster than the convective motion in the photosphere so that no current can be formed or sustained before the system reaches the critical point. This allows us to study the preflare phase of an eruptive flare. The preflare phase in our model is identified with the period starting when the x-type neutral point appears at the photospheric boundary and ending when the system reaches the critical point.

The critical point of the system moves towards the point at which the neutral point appears at the photospheric boundary when filament radius $r$ approaches zero, and the two points become identical when $r = 0$. Therefore, as $r \to 0$, the asymptotic solution of the detached current sheet will be the same as that of the attached case obtained by Forbes and Isenberg (1991) because the lower end of the current sheet approaches the photospheric boundary as $r \to 0$. 
Unlike any previous analyses, our analysis here distinguishes between equilibrium losses due to ideal-MHD processes and those due to non-ideal MHD (i.e., reconnection) processes. When filament radius is less than certain critical value, an eruption occurs due to catastrophic loss of ideal-MHD equilibrium, and the current sheet lengthens rapidly during the eruption. This current sheet is destroyed in the successive non-ideal-MHD process called the reconnection jump which occurs after the eruption. If the filament radius is greater than the critical value, no catastrophe occurs. However, in the later case, a current sheet still forms due to the loss of magnetohydrostatic equilibrium, and a relatively slow non-ideal eruption occurs. If filament radius is less than the critical value, the system evolves through three stages, i.e., the quasi-static evolution, the catastrophic eruption, and the reconnection jump. On the other hand, if filament radius is greater than the critical value, then the system evolves through two stages only, namely the quasi-static evolution and the reconnection jump.

The critical value of the filament radius corresponds to the critical value of stored magnetic energy in the corona before the system reaches the critical point. The above discussion indicates that if the stored energy is greater than the critical value before the eruption, then an ideal-MHD jump occurs and the flare eruption is associated with an impulsive phase. However, if the system can not acquire enough energy (exceeding the critical value) before it reaches the critical point, the corresponding flare lacks an impulsive phase.

Considering that the effect of a current sheet is to hold the filament and stabilize the equilibrium, the critical value of the energy required for an impulsive phase to occur in the detached current sheet case is less than that in the attached case, because in the detached case no current sheet is formed before the eruption. In other words, the critical radius of the filament in the detached current sheet model is larger than the critical radius of the filament in the corresponding attached model.
The eruptions caused by catastrophic loss of ideal-MHD equilibrium correspond to the impulsive phase at the start of the eruptive flare phenomenon. The fraction of the total stored magnetic energy released during the eruption will be liberated within a few Alfvén time scales. The remaining fraction of the energy will be released by magnetic reconnection during the gradual phase. Such reconnection might be nearly as fast as the Alfvén time scale (see Forbes, 1990), but here we have assumed that this is not the case.
PART TWO

THE STRUCTURE OF
RADIATIVE SLOW-MODE SHOCKS
CHAPTER 5

INTRODUCTION

It has long been recognized that magnetic reconnection plays a very important role in solar flare phenomena (Giovanelli, 1947; Sweet, 1958; Parker, 1963; Petschek, 1964; Sonnerup, 1979; 1984; Priest, 1984; 1985b), and magnetic reconnection has been used to explain the observed energy release in solar flares and the formation of the flare loops (Parker, 1984; Malherbe, Forbes, and Priest, 1984; Forbes, 1986; Priest and Forbes, 1986; Low and Wolfson, 1988; Forbes, Malherbe, and Priest, 1989). Solar flare loops, with their temperature ranging from $10^4$ to $3 \times 10^7$ K, are unusually dense compared with the surrounding corona (Lin, Lin, and Kane, 1985; Withbroe, 1978; Zirin, 1986; Heinzel and Karlík, 1987), and they are long-lived features which may persist for 10 hours or more. An enormous amount of material—greater than the mass of the entire corona—flows through the flare loops system during its lifetime (Kleczek, 1964; Kopp and Pneuman, 1976). Thus, the evolution of the flare loops involves not only reconnection, but also the additional processes of chromospheric ablation and thermal condensation (Sturrock, 1972; Hirayama, 1974; Ohki, 1975; Schmieder et al., 1987; Forbes and Malherbe, 1986a; 1986b).

Slow-Mode Shocks and Isothermal Subshocks

MHD slow-mode shocks, which were first introduced in reconnection theory by Petschek in 1964, are the key link between magnetic reconnection and chromospheric ablation (see, e.g., Cargill and Priest, 1982). To see why this is so, consider Figure 17 which shows the expected shock pattern in the reconnection model of flare loops by
Chromospheric ablation is continually driven by heat released from magnetic field annihilation. As field lines (dashed lines) are reconnected, the loops grow in size, and the ribbons propagate outward, away from the axis of symmetry (after Forbes et al., 1989).
Forbes et al., (1989). According to this model reconnection occurs at a coronal x-line which lies at the intersection of two pairs of slow-mode shocks. These shocks convert magnetic energy into bulk flow kinetic energy and heat. Due to the strong thermal conduction along the field lines, the slow shocks dissociate into isothermal subshocks and foreshocks (thermal conduction fronts) (Forbes and Malherbe, 1986b), but the jump conditions across the total shock transition, from upstream of the foreshock to downstream of the subshock, are given by the usual slow mode jump conditions. The foreshocks and the subshocks annihilate the magnetic field in the plasma flowing through them, and the thermal energy released in the annihilation is spread out all along the field lines. Consequently the heat is conducted from the corona to the chromosphere and leads to extensive heating and ablation of chromospheric plasma, creating and sustaining the hot x-ray loops.

The thickness of the total shock transition is of the order of the scale-size of the loops. Therefore, the total transition can no longer be considered strictly as a shock since its thickness is not small compared to its extension in the other dimensions. However, the subshocks still exist as proper shocks, although strictly speaking they should no longer be thought of as subshocks.

**Formation of Flare Loops**

The plasma which crosses the subshocks forms a pair of reconnection jets which are directed towards and away from the photosphere. Unlike the upward jet, the downward jet forms on field lines which are connected to the chromosphere. Consequently, evaporation injects dense chromospheric plasma into the lower jet but not into the upper one. Because the downward jet is supermagnetosonic with respect to the fast-mode wave speed, it terminates at a fast shock (termination shock) below which is a region of deflected flow, forming a deflection sheath (see Forbes, 1986). As
reconnection proceeds, the x-line moves upward, and field lines on which the ablated plasma is flowing move through the termination shock and become disconnected from the subshocks. Once the field lines are disconnected, the plasma on them is no longer heated, and it immediately begins to cool. During the cooling, a thermal instability is triggered and the plasma temperature drops below the corona temperature. This cool plasma forms the visible Hα loop prominence where the cool plasma flows, or falls, down the legs of the loops and returns to the chromosphere.

**Brief Overview**

In the past 25 years, studies of the structure, the stability and the propagation of slow-mode shocks in different aspects (Kantrowitz and Petschek, 1966; Coroniti, 1970; Bel and L.-Micoulan, 1973; Rosenau, 1978; Swift, 1983; Feldman et al., 1984; 1985; 1987; Hada and Kennel, 1985; Winske, Stover, and Gary, 1985; Edmiston and Kennel, 1986; Kennel, 1987; 1988; Richter, 1988) have built up a considerable knowledge base about slow shocks. However, very little work has yet been done on the radiative slow shocks involved in the evolution of solar flares.

The structure of slow shocks becomes much more complicated when radiation and thermal conduction are both taken into consideration. The large density of the flare loops makes radiative cooling a significant factor in the energy equilibrium. The effect of radiation on shock wave behavior in fluid dynamics has long been studied. One of the first studies on radiative fluid dynamic shocks was done by Marshak (1958). And some authors have studied radiative shocks in connection with the evolution of supernova remnants (Cox and Tucker, 1969; Cox, 1972a; 1972b; Chevaller, 1974; Chevaller and Theys, 1975). An analysis of radiative shocks must necessarily include coronal heating to reflect the radiative coupling with the surrounding coronal
environment. Accordingly, when talking about radiative cooling, we consider both radiative cooling and coronal heating as a united process unless otherwise specified.

The purpose of this part of the thesis is to present a theoretical analysis on the structure of radiative slow shocks. In addition to the foreshock and the subshock there is a radiative cooling region downstream of the subshock. The plasma flowing through this region radiates the excess heat generated during its passage through the shock. Some radiative loss also occurs in the foreshock region, but in general the dominant radiative loss occurs in the downstream region.

It should be kept in mind that the very concept of a simple planar shock transition is not directly applicable to flare loops, since in flare loops the foreshock region extends all the way from the reconnection site to the chromosphere. This distance is on the order of the size of the loops, hence the total shock transition cannot be considered planar. The actual problem of the structure of the flare loops is more complicated than the problem of planar shocks. Furthermore, in flare loops ablation of chromospheric plasma by the conduction electrons and energetic particles is a dominant factor in the formation of the loops. By ignoring this ablation process in this paper and assuming shocks to be planar, this analysis of radiative slow-mode shocks represents only a first step in modeling the actual structure of flare loops.

For purposes of comparison and illustration, the structure of radiative gas dynamic shocks in a thermally conducting medium will be first considered. Following this, the structure of MHD switch-off shocks where the component of magnetic field tangential to the shock is annihilated completely, will be then determined. Switch-off shocks are very good approximations to the type of slow shocks that are likely to exist when reconnection occurs in the corona (Petschek, 1964).
In Chapter 6 that follows, the MHD equations given in Chap. 2 will be specified in the 'shock-rest' frame, and the structure will be considered as a steady-state one in this frame. The corresponding boundary conditions will be determined according to the energy equilibrium between coronal heating and radiative cooling. In Chapter 7 an analytic solution of shock structure will be derived by means of the boundary layer analysis for the specific case of gas dynamics with the strong thermal conduction but negligible radiative cooling. For the case in which radiation is significant, the effect of the cooling on the equilibrium in the downstream region of isothermal subshock will be discussed. Chapter 8 discusses the MHD jump relations for the total shock transition as well as the isothermal subshock, including some details about switch-off shocks. Then both analytical and numerical effort will be concentrated on radiative switch-off shocks to determine the effects of radiative cooling on the shock structure, finally the principal results will be summarized.
CHAPTER 6

GOVERNING EQUATIONS FOR MHD SHOCKS

Steady-state Equations in Shock-Rest Frame

The fundamental MHD equations used here are the same equations given in Chap. 2. Consider the stationary movement of a plane shock propagating along the positive $x$ direction at a speed $V_0$. Two coordinate systems are adopted: the laboratory frame in which the fluid upstream of the shock is at rest, while the shock wave propagates through it; and a shock-rest frame in which the shock stays at rest while the fluid flows through it at the velocity $-V_0$, as shown in Figure 18.

The shock-rest frame is related to the lab. frame by transformation $z = x - V_0 t$.

Accordingly, in the shock-rest frame, the component MHD equations are:

\[ P = \rho RT, \]  
\[ dB_j/dz = 0, \]  
\[ d(\rho V_y)/dz = 0, \]  
\[ d[V_x B_y + V_y B_x + \eta (dB_y/dz)]/dz = 0, \]  
\[ d[P + B_y^2/2\mu + \rho V_x^2 + (4\rho V/3)(dV_x/dz)]/dz = 0, \]  
\[ d[\rho V_x V_y + B_x B_y/\mu + \rho V(dV_y/dz)]/dz = 0, \]  
\[ \gamma dV_x/dz + V_x dP/dz + (\gamma - 1)(d\xi dz)/dz - \rho^2 Q(T) + \rho H_c \] 
\[ + \eta (dB_y/dz)^2/\mu + \rho V (dV_y/dz)^2/3 + [dV_y/dz]^2] = 0. \]
Fig. 18. Schematic diagram of the slow shock geometry in the shock-rest frame. The upstream and downstream parameters are labeled by subscripts 1 and 2, respectively.
where $P$, $\rho$, $T$, $\gamma$, $R$, and $\mu$ denote the pressure, the density, the temperature, the ratio of specific heats, the gas constant, and the magnetic permeability, respectively. The quantities $B_x(V_x)$ and $B_y(V_y)$ are the normal and the tangential components of magnetic field (velocity), and $V_x = V_0 - \nu$, where $\nu$ is the perturbed fluid velocity (in the lab frame) normal to the shock. The dissipation coefficients are the magnetic diffusivity $\eta$, the kinematic viscosity $\nu$, and the thermal conduction $\kappa$. The optically thin radiative cooling is characterized by cooling function $\rho^2 Q(T)$, while coronal heating is characterized by the heating function $\rho H_c$, where $H_c$ is a constant. In reality $H_c$ is not constant but is instead an unknown function of the magnetic field and possibly of the plasma variables. On the absence of any theory of coronal heating, we follow the generally accepted procedure of assuming $H_c$ as a constant.

**Physical Considerations and Assumptions**

In an ideal fluid shocks are discontinuities, since $\nu$, $\eta$, and $\kappa$ vanish. However, for a real fluid with finite dissipation coefficients, shocks are transition layers in which dissipation effects are balanced by nonlinear effects. The "thickness" of the transition layer is measured by the scale length of the corresponding dissipation.

To emphasize the effect of radiative cooling, the dissipation coefficients $\eta$, $\nu$, and $\kappa$ are treated as constants throughout the following sections. It will be also assumed that the scale lengths of viscosity' $L_\nu$, and resistivity, $L_\eta$, are comparable but much smaller than thermal conduction scale length, $L_\kappa$.

The radiative cooling function $Q(T)$ takes form of $\tilde{X} T^\alpha$, where $\tilde{X}$ and $\alpha$ are piecewise constants (Cox and Tucker, 1969; Priest, 1982a). For simplicity we will consider two simple approximations: First, a single value of $\alpha$, i.e., $\alpha = 2$, therefore $\tilde{X}$ is a constant for all temperature; and second, two values of $\alpha$, i.e., $\alpha = 2$ for $T < T_c$ and $\alpha = -1/2$ for


\( T > T_c \) with corresponding constants \( \lambda \) for each \( \alpha \) value. The temperature \( T_c \) is defined as the critical temperature at which \( Q(T) \) reaches a maximum. Figure 19 shows an analytic fit of radiative cooling function \( Q(T) \) by Rosner et al. (1978) as well as our two-value \( \alpha \) fit.

**Boundary Condition**

The occurrence of slow shocks requires \( V_0 > C_{SL1} \), where \( C_{SL1} \) is slow-mode wave speed given by the smaller value of

\[
C_{SL1}^2 = \frac{1}{2} \left[ C_{AI}^2 + C_{SI}^2 \pm \left( \left( C_{AI}^2 + C_{SI}^2 \right)^2 - 4 C_{AI}^2 C_{SI}^2 \cos \phi \right)^{1/2} \right].
\]

(6-2a)

For isothermal subshocks, the condition is \( V_{xd} < \bar{C}_{SLd} \) (Coroniti, 1970), where \( \bar{C}_{SLd} \) is the downstream isothermal slow-mode wave speed given by the smaller value of

\[
\bar{C}_{SLd}^2 = \frac{1}{2} \left[ C_{AI}^2 + \bar{C}_{sd}^2 \pm \left( \left( C_{AI}^2 + \bar{C}_{sd}^2 \right)^2 - 4 C_{AI}^2 \bar{C}_{sd}^2 \cos \phi \right)^{1/2} \right].
\]

(6-2b)

here \( C_A, C_S, \bar{C}_S \) and \( \phi \) denote the Alfvén speed, the sound speed, the isothermal sound speed and field direction, respectively. The upstream (downstream edge of subshock) parameters are labeled by subscript \( 1(d) \). Coroniti’s condition indicates that an isothermal subshock occurs when the total shock strength exceeds the critical value so that the dissipation of thermal conduction can no longer balance the nonlinear effect of the strong shock, hence additional dissipations, such as viscosity, have to be introduced.

It is usually assumed that the motion of fluid outside the total transition layer is uniform and steady (viewed in the shock-rest frame). Hence \( d/dz = 0 \) except within the transition layer. This physical consideration requires, therefore, that radiative
Fig. 19. The optically thin radiative loss function $Q(T)$ for the solar atmosphere. The solid curve is an analytic fit by Rosner et al., while the dashed curve is the two-value fit used here.

$$Q(T) = \chi \left( \frac{T}{T_c} \right) \alpha \text{ W m}^{-3}$$

- Solid line: Rosner et al. (1978)
- Dashed line: $\alpha = \begin{cases} 2, & T < T_c \\ -1/2, & T > T_c \end{cases}$
cooling be balanced by coronal heating outside the total transition layer. The outer boundary conditions (OBC's), i. e., the equilibrium conditions, are expressed accordingly as

\[
\rho^2 q(T) - \rho H_c \to 0, \text{ as } z \to \infty \text{ or } z \to -\infty, \quad (6-3a)
\]

\[
d/dz \to 0, \text{ as } z \to \infty \text{ or } z \to -\infty, \quad (6-3b)
\]

\[
A \to A_1, \text{ as } z \to \infty, \quad (6-3c)
\]

\[
A \to A_2, \text{ as } z \to -\infty, \quad (6-3d)
\]

where \(A\) denotes an arbitrary physical parameter (see Figure 18).

The OBC's above are often given as general BC's of the MHD Rankine-Hugoniot (R-H) relations, when all the transitions are confined within the total shock layer. However, this is not the case when radiative cooling in the downstream region of the subshock is considered. Equation (6-3a) describes the equilibrium requirement in the far downstream region, which, in general, is not satisfied by the MHD R-H relations. According to Kennel (1987), an isothermal viscous subshock occurs at the downstream edge of the total shock transition. Therefore, the MHD jump relations specify the parameters at the downstream edge of the subshock rather than in the region far downstream of the radiative cooling region. So the region immediately downstream of the subshock is no longer uniform. Instead, in the radiative cooling region in which the variation of physical parameters is mainly due to the effect of radiation, the flow is nonuniform and thus \(d/dz \neq 0\) at the downstream edge of the shock transition. The total transition is no longer the same as the total shock transition since the total transition now consists of the shock transition and the radiative cooling region. Thus the inner boundary conditions (IBC's) of the radiative slow shocks are defined as those MHD jump relations for the total shock including the subshock transition. The IBC's
may also include the non-zero derivatives of the physical parameters at both upstream and downstream edges of the subshocks, if necessary.
CHAPTER 7

RADIATIVE GAS DYNAMIC SHOCKS

Before considering the slow-mode radiative shocks, we first review the simpler case of radiative shocks without magnetic field. This review is necessary because the structure of radiative gas shocks has been little discussed in space physics literature. Almost all work on radiative gas dynamic shocks has been done in connection with interstellar blast waves created by supernovae (see Chevalier and Theys, 1975).

Basic Equations and Boundary Conditions

The elimination of the magnetic field simplifies Equations (6-1) to

\[ P = \rho RT, \]  \hspace{1cm} (7-1a)

\[ \frac{d(\rho V)}{dz} = 0, \] \hspace{1cm} (7-1b)

\[ \frac{d[P + \rho V^2 + (4\rho v/3)(dV/dz)]}{dz} = 0, \] \hspace{1cm} (7-1c)

\[ \gamma P \frac{dV}{dz} + V \frac{dP}{dz} + (\gamma - 1) \left[ \frac{d}{dz} \left( \frac{x dT}{dz} \right) - \rho \frac{d}{dz}(\gamma+1) \right] = 0. \] \hspace{1cm} (7-1d)

The OBC's are given by Equations (6-3), i.e., \( d/dz \to 0 \) as \( z \to \infty \) or \( z \to -\infty \), so that

\[ [\rho G(T) - H_d]_1 = [\rho G(T) - H_d]_2, \] \hspace{1cm} (7-2a)

the IBC's are derived by integrating Equations (7-1b)-(7-1d).

\[ X = \frac{(\gamma + 1)M_1^2}{\gamma M_1^2 + 1 - \sqrt{(M_1^2 - 1)^2 + \Lambda}}, \] \hspace{1cm} (7-2b)
\begin{align*}
Y &= \frac{\gamma M_1^2 + 1 + \gamma \sqrt{(M_1^2 - 1)^2 + \Delta}}{\gamma + 1}, \\
X_s &= X \eta_g - 1.
\end{align*}

where \( M_1 \) is the upstream Mach number, \( V_0 = V_1 \), and

\[ \eta_g = (P_1 + \rho_1 V_0^2)/\rho_1 V_0^2 = 1 + 1/\gamma M_1^2, \]

\[ \Delta = 2(\gamma + 1)M_1^4 I, \]

\[ I = \frac{\gamma - 1}{\rho_1 V_0^3} \left( \frac{\kappa d T}{d z} \right)_d - \frac{4}{3} \frac{\rho_1 V_0^2}{(\gamma - 1)} \left( \frac{dV}{d z} \right)_d + \frac{1}{d} \rho_1 \left[ \rho C T - H_c \right] dz \].

The quantities \( X \) and \( Y \) represent the total shock jump, and \( X_s \) gives the subshock jump:

\[ X = \frac{V_1}{V_d}, \quad Y = \frac{P_1}{P_1}, \quad X_s = \frac{V_s}{V_d} = \frac{P_d}{\rho_d} = \frac{P_s}{\rho_s}. \]

Thus, Coroniti's condition becomes \( X_s > 1 \).

The above OBC's and IBC's imply that radiative cooling affects the shock structure in two ways. First, as an integral effect, radiative cooling changes the jump conditions for shocks and subshocks since the ordinary jump relations are replaced by Equations (7-2) and (7-3). Second, radiative cooling creates a radiative region attached at the downstream edge of the isothermal subshock. The extent of the first effect depends on the thickness of the shock because if the shock is very thin, the radiative loss within the shock is negligible. Figure 20 shows a schematic plot of the shock geometry. The thicknesses of the shock and the subshock are determined by thermal and viscous scale lengths, respectively. Fluid flows through the various regions which are indicated as follows:
Fig. 20. A schematic diagram for gasdynamic shock structure: (a) the density curve; (b) different regions of shock structure. Subscripts $d$ and $s$ denote the downstream and upstream edges of subshock, respectively.
upstream of total shock transition—[1]; foreshock—[F];
upstream edge of subshock—[s]; downstream edge of subshock—[d];
radiative cooling region—[C]; far downstream of shock—[2].

In this thesis the subshock is assumed to be very thin compared to all other scale
lengths, or equivalently, \( v = 0 \) (\( \eta = 0 \) is also expected because \( v \sim \eta \) is assumed). Thus the
radiative energy loss within the subshock is negligible. By contrast, the foreshock is
assumed to be very thick, so that the radiative loss in the foreshock is not negligible.

**Thermal Conduction Alone**

When the effect of radiative cooling is negligible, the outer and inner boundary
conditions reduce to the ordinary BC's for gas dynamic shocks because region C
vanishes. That is, if \( A \) denotes an arbitrary parameter, then \( A_1 = A_\infty, A_d = A_2 = A_\infty, \)
\( (dA/dz)|_1 = (dA/dz)|_d = 0, \) and

\[
X = \frac{(\gamma + 1)M_1^2}{(\gamma - 1)M_1^2 + 2},
\]

\[
Y = \frac{2\gamma M_1^2 - (\gamma - 1)}{\gamma + 1},
\]

\[
X_S = X \eta_g - 1,
\]

The condition \( X_S > 1 \) leads to \( M_1^2 > M_c^2 \), where \( M_c \) is the critical Mach number
defined by

\[
M_c^2 = \frac{3\gamma - 1}{\gamma(\gamma - 1)}.
\]

Integrating Equations (7-1b) and (7-1c) and substituting the results into Equations
(7-1a) and (7-1d) gives

\[
\rho = \frac{\rho_1 V_0}{(V_0 - u)}.
\]
\[ P = P_1 + \rho_1 V_0 u + (4\rho V/3)(du/dz), \]  
(7-6b)

\[ T = T_1 + (1/R) [u V_0 - P_1/(\rho_1 V_0) - u] + (4V/3)(du/dz)], \]  
(7-6c)

\[ [\gamma P_1 - \rho_1 V_0^2 + (\gamma + 1)\rho_1 V_0 u] \frac{du}{dz} = \frac{d}{dz} \left( \frac{4}{3} \rho_1 V_0 u \frac{du}{dz} + (\gamma - 1)\kappa \frac{dT}{dz} \right), \]  
(7-6d)

where \( u = V_0 - V \). One equation for \( u(z) \) can be drawn from equations (7-6), and once this equation is solved, the corresponding shock structure is obtained.

**Analytical Solution**

The well known solution of Burger's equation (Whitham, 1974) gives the shock structure for weak shocks (i.e., \( \Delta V \ll V_0 \)) with no subshock present (see Appendix B)

\[ u = \frac{V_0 - V_d}{1 + \exp \left( \frac{(V_0^2 - C_{st}^2 z)/(\delta_k V_0)}{\gamma - 1} \kappa/(\rho_1 c_p) \right)}, \]  
(7-7)

where \( V_d \) is the downstream fluid velocity, \( C_{st} \) is the upstream sound speed, \( \Delta V = V_0 - V_d \).

\[ \delta_k = (\gamma - 1)\kappa/(\rho_1 c_p), \]

and \( c_p \) is the specific heat at constant pressure.

To derive the shock structure for strong shocks with isothermal subshocks, we treat the subshock as a boundary layer, in which the derivatives of the physical parameters become very large. Therefore Equations (7-6) can be solved approximately by means of the boundary layer analysis.

If the subshock is located at \( z = 0 \), a boundary layer with a thickness proportional to \( L_V \) appears in the vicinity of \( z = 0 \). The approximate solution for the velocity is
\[ v = \frac{(V_0 - V_s) (V_0 - V_d)}{V_0 - V_s + (V_0 - V_d) \exp \left( \frac{[V_0^2 - C_{s1}^2]}{2 \delta_k V_0} \right)} + \frac{V_s - V_d}{1 + \exp \left( \frac{(V_s - V_d) z}{\delta_v} \right)}, \quad (7-8) \]

where \( V_s \) is the fluid velocity at upstream edge of the subshock, \( \delta_v = 4\nu/3 \).

The quantities \( \delta_k \) and \( \delta_v (\delta_v / \delta_k = \alpha) \) are the parameter of smallness) give the measure of thermal scale length \( L_k \) and viscous scale length \( L_\nu \), respectively (for detailed derivation see Appendix B).

**Numerical Calculation**

The boundary layer analysis only gives an approximate solution, so in order to know how good the approximation is, we calculated a numerical solution using a Runge Kutta algorithm (see notes in Appendix D).

Equation (7-6d) is first integrated to read

\[ - \frac{\gamma + 1}{2} v (V_0 - V_d - \nu) = \frac{4}{3} v \frac{dV}{dz} + \frac{(\gamma - 1) k}{\rho_1 V_0} \frac{dT}{dz}, \quad (7-9) \]

Next Equations (7-9) and (7-6c) are combined, rearranged, and normalized to obtain

\[ \frac{d\bar{T}}{d\xi} = \frac{\gamma - 1}{2} \frac{\gamma}{M_1} \frac{\bar{V}^2}{M_1} + \frac{\gamma - 1}{M_1} \bar{V} - \bar{T}, \quad (7-10a) \]

\[ \frac{d\bar{V}}{d\xi} = R_{HD} \left[ \frac{\bar{T}}{\gamma M_1} + \frac{\bar{V}^2}{M_1} - \frac{1}{\gamma M_1^2} \right] - \frac{1}{\gamma M_1}, \quad (7-10b) \]

where

\[ \bar{T} = \frac{T - T_1}{T_1}, \quad \bar{V} = \frac{v}{C_{s1}}, \quad \xi = \frac{z}{L_k}, \quad R_{HD} = \frac{L_k}{L_\nu}, \quad L_k = \frac{\gamma}{\rho_1 V_0 c_p}, \quad L_\nu = \frac{4 \nu}{3 V_0}. \]

Equations (7-10) represent a two-dimensional autonomous system which has two critical points, namely point A at \((\bar{V}, \bar{T}) = (0, 0)\), and point B at \((\bar{V}, \bar{T}) = (\bar{V}_d, \bar{T}_d)\), as shown in Figure 21. The two points, A and B, correspond to the upstream and downstream
Fig. 21. Schematic diagram of the solution to system (7-10). Two critical points A and B are corresponding to the upstream and downstream of the standard R-H jump relations. Thus, the curve connecting A and B gives the solution satisfying the boundary conditions that the upstream and downstream regions are uniform.
values of the shock transition, and the curve connecting these points gives the standard Rankine-Hugoniot jump conditions for uniform upstream and downstream conditions. The other curves are for transitions with non-uniform upstream and downstream conditions.

The behavior of the solution to Equation (7-10) near these two critical points can be studied by the critical-point analysis (see Bender and Orszag, 1978, and Appendix C). Critical-point analysis indicates that point A, at (0, 0), is a stable node while point B, at (\(\bar{V}_a, \bar{T}_a\)), is a saddle point. Because of the behavior of system near the two critical points, it is better to start at the shock, i.e., (\(\bar{V}_a, \bar{T}_a\)), and integrate towards the upstream region when solving Equations (7-10) numerically. The jump conditions for the shock and subshock now serve as initial conditions for the numerical calculation. To avoid using the infinity as a boundary condition in the calculation, the \(\bar{T}(\bar{V})\) curve is calculated first. Then, by setting the subshock location to \(\xi = 0\) and choosing \(\bar{V}(0)\) and \(\bar{T}(0)\) from \(\bar{T}(\bar{V})\), all other curves depending on \(\xi\) can be integrated from the subshock towards the upstream and downstream regions, respectively. Figures 22 and 23 compare the numerical results with the analytical results from the boundary layer approximation.

The good agreement between the analytic and numerical solutions indicates that the boundary layer analysis is effective in dealing with the detailed structure of both the subshock and the foreshock. Figure 23 shows that the numerical and analytic solution tends to be identical in the limit \(R_{LHD} \to \infty\).

Radiation Alone

To clarify the effect of radiative cooling, we first consider the simple case in which thermal conduction is zero. The total shock transition reduces to a discontinuity when
Fig. 22. Comparison of solutions for the radiative gasdynamic shock. From (a) to (c) are the pressure $P(z)$, the density $\rho(z)$, and the velocity $u(z)$, respectively. Fig. (d) shows $T(V)$. Solid curves represent solutions by boundary layer analysis, dashed curves are numerical solutions. The units of $T, P, V, \rho, u (=V_o-V)$ are $T_1, P_1, V_0, \rho_1,$ and $V_o$, respectively, and the upstream condition is $M_1 = 1.38$. 
Fig. 23. Comparison of the analytic solution (solid) to the numerical solution (dashed). The parameters are the same as those in Fig. 22, except for $R_{LHD}$, the ratio of the thermal scale length to viscous scale length. As $R_{LHD}$ becomes larger and larger, the two solutions become more identical.
\[ \kappa = 0, \text{ and the jump conditions are those of an ordinary gas dynamic shock. The} \]
solution for region C is easily found by substituting \( \nu = 0 \) and \( \kappa = 0 \) into (4), that is

\[ V = u V_1, \quad (7-11a) \]

\[ \rho = \rho_1 / u, \quad (7-11b) \]

\[ P = \rho_1 V_0^2 (\eta_g - u), \quad (7-11c) \]

\[ T = V_0^2 (\eta_g - u) u / R, \quad (7-11d) \]

where \( u(z) \) is the normalized gas velocity satisfying

\[ \int_0^T (\eta_g - (\gamma + 1) u) du / dz = (\gamma - 1) \rho \int \left[ \eta G(T) - H_c \right] / (\rho_1 V_0^3), \quad (7-12) \]

with \( G(T) = \tilde{T}^\alpha \), and \( d/dz \to 0 \) (as \( z \to -\infty \)), i.e.,

\[ H_c = \rho_1 G(T_1) = \rho_2 G(T_2) \]

The matter we are most concerned about is whether or not the above equations lead
to a physically realistic solution. Let's first look at the case \( \alpha = 2 \).

Substituting \( \alpha = 2 \) into Equation (7-13) produces a cubic equation for \( u \), namely,

\[ \left[ u (\eta_g - u)^2 \right]_2 = (\eta_g - 1)^2. \quad (7-14) \]

It has three roots \( u_+ > u_o > u_- \):

\[ u_o = 1, \]

and

\[ u_{\pm} = \left[ 2 \eta_g - 1 \pm (4 \eta_g - 3)^{1/2} \right] / 2. \]

The quantity \( u_o \) represents the trivial solution of no shock at all because it gives a
downstream velocity which is the same as the upstream velocity. The solution \( u_+ \) gives
an unphysical solution because it leads to a negative value for the downstream pressure. Thus the only choice for a physical solution is

\[ u_2 = u_\_ = [2\eta_g - 1 - (4\eta_g - 3)^{1/2}]^{1/2}. \]  

Equation (7-12) can then be normalized and rewritten as an autonomous system, i.e.,

\[ \frac{du}{d\xi_R} = \frac{\gamma - 1}{u} \frac{(u-1)(u-u_\_)(u-u_2)}{\gamma \eta_g \gamma' + (\gamma + 1)u}. \]  

where \( \xi_R = z\rho_1 G(T_1)/[\nu_0^2(\eta_g - 1)^2] \). Critical-point analysis shows that \( u = u_2 \) is a stable node of the system (7-16). This means that the combined effect of radiative cooling and wave heating is to drive the system towards thermal equilibrium in the downstream region when \( \rho = 2 \). This conclusion can be generalized further to all \( \rho \) satisfying

\[ \alpha > \frac{\eta_g - u^*}{\eta_g - 2u^*} = \alpha_0, \]  

where \( 1 < \alpha_0 < \infty \), and \( u^* \) represents the expected solution of Equation (7-13). For the other values of \( \rho \), the effect of radiative cooling is to drive the system away from equilibrium, and thus the system is thermally unstable. In other words, the plasma flow will approach equilibrium in the downstream region only when condition (7-17) is satisfied, otherwise no proper equilibrium can be reached.

The cooling function \( G(T) \) in the temperature range appropriate for the corona and flare loops \( (10^4 - 3 \times 10^7 \text{ K}) \) may be roughly modeled as (see Priest, 1982a):

\[ G(T) = \begin{cases} \frac{G(T)}{\chi} = T^2, & T < T_c \\ \frac{G(T)}{\chi} = T^{-1/2}, & T > T_c \end{cases} \]  

(7-18)
where $\tilde{x}_x = 10^{-31.5}$, $\tilde{x}_c = 10^{-44}$, and $T_c = 10^5$ K. Figure 19 shows schematically this two-value $\alpha$ fit. The velocity $u_c$, corresponding to $T_c$, is

$$u_c = \frac{1}{2} \eta_g - \sqrt{\eta_g^2 - 4 T_c / (V_0^2 / R)}.$$  \hspace{1cm} (7-19)

Since we wish to apply our results to flare loops we will assume that the upstream temperature corresponds to that of the chromosphere ($2 \times 10^4$ K) rather than the corona ($10^6$ K). Hence, in the upstream region we set $\alpha = 2$, and $H_c = \rho_1 G(T_1) = \rho_1 \tilde{x}_c T_1^2$.

According to the previous discussion and condition (7-17), the equilibrium in the downstream region is approached only when $\alpha = 2$ (i.e., $T < T_c$). Thus the cooling in region C is governed by

$$\frac{d u}{d \xi} = \frac{\gamma - 1}{u} \frac{(u - u_2) (u - u_3)}{\eta_g - (\gamma + 1) u}, \hspace{1cm} u < u_c,$$  \hspace{1cm} (7-20a)

$$\frac{d u}{d \xi} = \frac{\gamma - 1}{u} \left[ \frac{T_c R / V_0^2}{u^{3/2} (\eta_g - u)^{1/2}} \right] - \left( \eta_g - 1 \right)^2, \hspace{1cm} u > u_c.$$  \hspace{1cm} (7-20b)

**Radiation and Thermal Conduction Combined**

The differential equation for the velocity $u$ in a radiative gas dynamic shock with thermal conduction as derived from Equations (7-1) is

$$[\gamma \eta_g - (\gamma + 1) u] d u / d \xi = D_{RC} - d Q_g / d \xi.$$  \hspace{1cm} (7-21)

where $\xi = Z / L_O$, the length $L_O$ is the thermal scale length of the total shock defined by $L_O = \gamma / (\rho_1 c_p V_0)$, and $D_{RC}$ is the differential energy loss due to radiative cooling, i.e.,

$$D_{RC} = (\gamma - 1) R_L u_c [\rho_1 G(T) / (u H_d) - 1] / u.$$  \hspace{1cm} (7-22)
where \( R_L = L_k H_C / u_C V_0^3 \) is a dimensionless constant representing the ratio of the thermal scale length \( L_k \) to characteristic length of radiative cooling \( L_R \), defined by \( L_R = u_C V_0^3 / H_C \).

For the two-value \( \alpha \) case, \( D_{RC} \) is:

\[
D_{RC} = (y-1) R_L u_c \left[ u \left( \frac{\eta_g - u}{T_i^2} \right)^2 - 1 \right] / u, \quad T < T_C
\]

\[
D_{RC} = (y-1) R_L u_c \left[ \frac{u}{T_i} \right]^3 u \left( \frac{T_C}{T_i} \right)^{3/2} \left( \frac{T_C}{(\eta_g - u)} - 1 \right), \quad T > T_C
\]

The normalized heat flux (\( \kappa \sqrt{T} \)) is

\[
Q_g = d\left[ u \left( \eta_g - u \right) \right] / d\xi = (\eta_g - 2u) \, du / d\xi.
\]

The boundary condition of Equation (7-21) is given by Equations (7-2) and \( \nu = 0 \), where \( \Delta \) is replaced by \( \Delta_g \),

\[
\Delta_g = 2 (\gamma + 1) M_t^4 I_g,
\]

and

\[
I_g = R_C + Q_g d = \left[ \int D_{RC} d\xi + \left( \eta_g - 2u \right) \, du / d\xi \right] d.
\]

Do Equation (7-21) and its accompanying BC's lead to a physical solution? The answer can only be found by investigating the behavior of \( u(\xi) \) in the region downstream of the subshock. Let's rewrite Equation (7-21) as a 2-D autonomous system:

\[
du / d\xi = Q_g / (\eta_g - 2u),
\]

\[
dQ_g / d\xi = D_{RC} - [\eta_g - (\gamma + 1)u] Q_g / (\eta_g - 2u).
\]

It can be shown by critical-point analysis that condition (7-17) is the decisive criterion for the above question. If \( u = u^* \) satisfies the equilibrium equation \( \rho G(T) - \rho_1 G(T_i) = 0 \), i.e., \( D_{RC} = 0 \), then the point \( (u, Q_g) = (u^*, 0) \) is a critical point of the system (7-
When the condition (7-17) is not satisfied, \((u^*, 0)\) is an unstable node or an unstable spiral point—in the phase plane of \((u, Q_g)\), all trajectories near the point \((u^*, 0)\) move away from it as \(\xi \to -\infty\). The physical interpretation is that radiative cooling drives the system away from the equilibrium. By contrast, \((u^*, 0)\) becomes a saddle point when \(\alpha\) satisfies condition (7-17). That is, trajectories near this point approach it in a specific direction, and move away from it in the other direction. Only one trajectory reaches this point as \(\xi \to -\infty\) (see Bender and Orszag, 1978), and this special trajectory corresponds to the expected physical solution. In other words, the system approaches the appropriate equilibrium in the downstream region when \(\alpha > (\eta_g - u^*)/(\eta_g - 2u^*)\).

For example, when \(\alpha = 2\), the autonomous system (7-26) has three critical points, namely, \((u, Q_g) = (1, 0), (u_2, 0),\) and \((u_+, 0)\). Point \((u_2, 0)\) corresponds to the physical solution, and this point is a saddle point near which trajectories approach it in the direction \(dQ_g/du = A_{g+}\) and move away from it in the direction \(dQ_g/du = A_{g-}\), where

\[
A_{g\pm} = \frac{1}{2} \left( \gamma + 1 \right) u_2 - \gamma \eta_g \pm \sqrt{\left[ \gamma \eta_g - (\gamma + 1) u_2 \right]^2 + 4 \left( \gamma - 1 \right) R_t \frac{u_2}{u_2} \left( \eta_g^{-2} u_2 \eta_g^{-3} u_2 \right)} \left( \frac{1}{T_2} \right). \tag{7-27}\]

Figure 24 diagrams the saddle point behavior of the solution of the system (7-26) near the point \((u_2, 0)\). The figure shows that \((u_2, 0)\) can be reached only through the trajectory \(dQ_g/du = A_{g+}\) as \(\xi \to -\infty\).

What if \(\alpha < (\eta_g - u^*)/(\eta_g - 2u^*)\) and \(u_d = u^*\)? This special value of \(u_d\) corresponds to the solution where equilibrium is reached immediately at the downstream edge of the subshock. For this solution there is no cooling region at all, but the solution is still an unstable one because any tiny deviation from it would immediately drive the system away from equilibrium.

Accordingly, we conclude that the downstream equilibrium can only be reached at a temperature lower than \(T_c\). In other words, the downstream fluid must cool down from
Fig. 24. Schematic plot for solution of system (7-26) near \((u_2, 0)\)——saddle point behavior \((\alpha = 2)\). One, and only one, trajectory would reach \((u_2, 0)\) in the direction \(\frac{dQ_g}{du_2} = A_{g+}\), as \(\xi \to -\infty\).
its high temperature above $T_c$ to a low temperature below $T_c$ if it is to reach an equilibrium. The lack of steady-state solutions for $T_d > T_c$ reflects the fact that a plasma on the high-temperature side of the maximum of $Q(T)$ is thermally unstable (Cox and Tucker, 1969).

The velocity $u$ can be obtained by solving Equation (7-21) numerically. However, an important point has to be taken into consideration in doing the numerical calculation. As mentioned previously, the introduction of radiative cooling changes the jump conditions radically. When radiative cooling is negligible, $X$, the density jump for total shock, is completely determined by the upstream parameters. However, when radiative cooling is not negligible, $X$ depends not only on the upstream parameters, but also on the shock solution (see above expressions of $A_g$ and $I_g$). That is, we need to know $X$ before solving Equation (7-21), whereas $X$ depends on the solution of Equation (7-21). A similar situation also occurs when the radiative MHD equations are solved numerically. We use an iterating method to deal with this problem, and this method is discussed further in the following sections and Appendix D.

Figure 25 shows the numerical solution of Equation (7-21) for $\alpha = 2$. Also shown is the shock solution when radiation is absent. The principal effect of the radiation is to decrease the temperature and flow speed in the downstream cooling region.
Fig. 25. Numerical solution for the radiative gasdynamic shock. Panels (a) to (d) plot respectively the variations of the velocity, the density, the pressure and the temperature in the total shock transition region. The corresponding units are the same as those in Fig. 22, but the upstream conditions are $M_1 = 1.35, R_L = 1$, and $u_c = 0.1$. Solutions with no radiation ($R_L = 0$) are also plotted in dashed curves for comparison.
CHAPTER 8

SLOW MODE SHOCKS

In this chapter we determine the shock structure of MHD slow-mode shocks in the switch-off shock limit. This limit means that there is no tangential magnetic field in the region downstream of the subshock, so for this region the solution is similar to the gas dynamic solution. However, as we will see, in the foreshock region upstream of the subshock it is considerably different. Physically, the most significant difference between the gas dynamic shock and the slow shock is that the gas dynamic shock converts the kinetic energy of the flow into heat, while the slow shock converts magnetic energy into both heat and kinetic energy. As before, the jump conditions at the subshock serve as IBC's and the starting point for numerical integration of the shock structure equations. Because these MHD jump relations are much more complicated than the gas dynamic ones, we will discuss the MHD jump relations separately before considering the integration of the shock structure equations.

In analyzing shock structure it is very helpful to know what conditions must be given in order to define a unique shock transition. It is well known that for ordinary gas dynamic shocks that one parameter, such as the upstream Mach number, is enough. By comparison, three parameters are needed for ordinary MHD shocks. For example, the upstream plasma $\beta$, the Alfvén Mach number, and the field direction are sufficient. When radiation is taken into consideration, an extra parameter has to be introduced to describe the effect of the radiation. In this thesis, $R_L$—the ratio of the thermal scale length $L_\kappa$ to characteristic length of radiative cooling $L_R$, where $L_\kappa = \gamma c_s / (\rho c_s V_0)$. $L_R =$
\[ u_c V_0^3 / H_c \] is chosen as the parameter. Since \( L_k \) is also the scale length of the total shock transition, this choice of \( R_L \) gives a measure of the strength of the radiative cooling.

**Thermal Conduction Alone**

**General Jump Relations for Total Shock and Subshock**

With no radiative cooling, equations (6-1) can be integrated across the total shock transition layer (see Figure 18) and rearranged to read

\[
\frac{X \phi_1}{\theta_1} + \frac{\gamma - 1}{\gamma} (X+1) - 2 \cos^2 \phi_1 + \left( X - \frac{\gamma - 1}{\gamma} \theta_1 \right) X \theta_1 + \theta_1 - 2X \sin^2 \phi_1 = 0 \quad , \quad (8-1a)
\]

\[
Y = 1 + \beta_1^{-1} \left\{ \sin^2 \phi_1 + 2 \theta_1 \cos^2 \phi_1 \left( 1 - \frac{1}{X} \right) - \left[ \sin \phi_1 \frac{X(1 - \theta_1)}{X - \theta_1} \right]^2 \right\} \quad , \quad (8-1b)
\]

where \( X \) and \( Y \) are defined as:

\[
X = \rho_d / \rho_1 = V_{x1} / V_{x1} = V_0 / V_{x1} \quad , \quad Y = P_d / P_1 \quad , \quad (8-2a)
\]

\[
B_{yd} / B_{y1} = X(1 - \theta_1)/(X - \theta_1) , \quad (8-2b)
\]

\[
V_{yd} = V_{y1} + V_0 \tan \phi_1 (X - 1)/(X - \theta_1) , \quad (8-2c)
\]

\[
B_x = B_{xd} , \quad (8-2d)
\]

\[
\theta_1 = V_0^2 / C_{Axd}^2 \leq 1 , \quad (8-2e)
\]

\[
C_{Axd}^2 = C_{A1}^2 \cos^2 \phi_1 = B_{xd}^2 / (\mu \rho_1) \quad , \quad (8-2f)
\]

\[
\beta_1 = 2 \mu P_1 / B_1^2 , \quad (8-2g)
\]

\[
\cos \phi_1 = B_{xd} / B_1 , \quad (8-2h)
\]

Here \( \beta_1 \), \( C_{Axd} \) and \( \cos \phi_1 \) denote the upstream plasma parameter (\( \beta_1 \ll 1 \) for solar flares), the Alfvén speed normal to the shock, and the magnetic field direction, respectively.
The above relations are the general jump conditions for MHD slow-mode shocks. The real root (greater than 1) of the cubic equation (8-1a) gives the density jump $X$, and all of the other physical parameters can be determined once $X$ is known.

Jump conditions for the isothermal subshock can be derived by integrating Equations (6-1) across the subshock (from $d$ to $s$) and using the isothermal condition $T_s = T_d$ to replace the energy equation (6-1g). Then combining the results with Equations (8-2) and $v = 0$, $\eta = 0$, we obtain:

\[
2\theta_1 \cos^2 \phi_1 (X_s + 1 - X) - X \beta_1 - X \sin^2 \phi_1 \left[ 1 - \frac{(X - X_\theta)}{X - X_\theta} \right]^2 \frac{X^2 - X_\theta^2}{(X - X_\theta)^2} = 0 \tag{8-3a}
\]

\[
B_{ys} = B_{yl} X (1 - \theta)/X_s \theta, \tag{8-3b}
\]

\[
V_{ys} = V_{yl} + V_0 \tan \phi_1 (X - X_s)/(X - X_\theta). \tag{8-3c}
\]

**Switch-off Shock Limit**

For switch-off shocks (see Figure 26), $B_{yl} = 0$ (i.e., $\theta_1 = 1$), hence the shock speed is the same as upstream Alfvén speed normal to the shock. Accordingly, we obtain

\[
X = \frac{1 + \beta_1 + \cos^2 \phi_1 + \sqrt{(1 + \sin^2 \phi_1)^2 + 4 \cos^2 \phi_1 (1 - \beta_1 \gamma)/\gamma^2}}{2[\beta_1 + (\gamma - 1)/\gamma]}, \tag{8-4a}
\]

\[
Y = 1 + \beta_1^{-1} (1 + \cos^2 \phi_1 - 2 \cos^2 \phi_1/X), \tag{8-4b}
\]

\[
V_{yd} = V_{yl} + V_0 B_{yd}/B_{\lambda}. \tag{8-4c}
\]

As mentioned in Chapter 6, Coroniti's condition has to be satisfied in order for isothermal subshocks to occur, i.e., $V_{\lambda d} < \tilde{C}_{sld}$, where $\tilde{C}_{sld}$ is given by the smaller value of Equation (6-2b).
Fig. 26. Schematic geometry of the slow-mode switch-off shock.
For switch-off shocks, \( \phi_d = 0 \), hence \( C_{Ad}^2 = C_{Ax}^2 = C_{Ax}^1 / X \). From

\[
\tilde{C}_{sd}^2 = p_d / \rho_d = C_{ad}^2 \beta_d / 2 = Y C_{Al}^2 \beta_1 / 2 X,
\]

One finds that

\[
\beta_d = Y \beta_1 C_{Al}^2 / C_{Ad}^2 = C_{Al}^2 / C_{Ad}^2 \gg 1,
\]

(8-5)
since \( B_{y1}^2 \gg B_{xl}^2 \), i.e., \( \tilde{C}_{sd}^2 \gg C_{Ad}^2 \).

Therefore, \( \tilde{C}_{sd}^2 = C_{Ad}^2 \), and the formation of the isothermal subshock in a slow-mode switch-off shock is ensured because for \( X > 1 \),

\[
C_{Ad} / X = V_0 / X = V_{sd} < \tilde{C}_{sd} = C_{Ad} = C_{Ad} / \sqrt{X}.
\]

(8-6)

When \( \theta_1 = 1 \), two possible solutions for isothermal subshocks can be drawn directly from Equation (8-3b):

a) \( B_{ys} = 0 \),

b) \( X = X_s \).

The solution \( B_{ys} = 0 \) is an impossible result for real shocks because it leads to \( X_s > X \) (subshock jump is greater than total shock jump), and therefore, for switch-off shocks, the isothermal subshock jump condition is \( X_s = X \). The foreshock may then be thought of as a "tangential shock" because only the tangential components of velocity and magnetic field are changed, while the normal components of velocity and magnetic field remain unchanged.

The subshock jump of the fluid variables are:

\[
V_{xs} = V_0,
\]

(8-7a)

\[
\rho_s = \rho_1,
\]

(8-7b)

\[
P_s = P_1 Y / X = P_1 \left[ 1 + \beta_1^{-1} \left( 1 + \cos^2 \phi_1 - 2 \cos^2 \phi_1 / X \right) \right] / X.
\]

(8-7c)
By\text{S} = \text{By}\text{X}

(X - l)[X + (X \beta_1 - 2\cos^2\varphi_l)/\sin^2\varphi_l]/X^2. \quad (8-7d)

V_{ys} = V_{yI} + V_0(B_{yI} - B_{yS})/B_{Xl}. \quad (8-7c)

Table 1 shows the jump conditions for some typical solar flare loops.

The normal fluid velocity and the density are constants in the foreshock region of switch-off shocks. This behavior makes switch-off shocks quite different from gasdynamic shocks and fast-mode MHD shocks. As Table 1 shows we expect:

\[ \beta_1 \ll 1; \beta_d \gg 1; \beta_S \leq 1, \]

therefore,

\[ X = \left(1 + \beta_1 + \gamma^{-2}\cos^2\varphi_l\right)/\left[\beta_1 + (\gamma - 1)/\gamma\right], \quad (8-8a) \]

\[ Y = \beta_1^{-1}, \]

\[ V_{yd} = C_{A1}. \]

\[ B_{ys} = B_{yI} \sqrt{(X - 1)/X}. \quad (8-8d) \]

Equation (8-8d) implies that of the total energy released by the annihilation of the magnetic field in the shock, about $1/X$ is released in the foreshock region while about $1 - 1/X$ is released at the subshock. For typical flare loop conditions $X = 3$, therefore above results suggest that about $2/3$ of the magnetic energy will be released at the subshocks, i.e., at the top of the flare loops, while the remaining $1/3$ will be released in the region upstream of the subshocks.

For the near switch-off shocks, fast wave speed $C_{fd} = C_{sd}$, the downstream sound speed, since $B_{yf}/B_{yI} \ll B_{yd}/B_x < 1$ and $\beta_d \gg 1$. Therefore,

\[ V_{yd}^2/C_{fd}^2 = 2XY^{-1}\beta_1^{-1}/\gamma = 2X/\gamma > 1. \]
Table 1. Shock and Subshock Jump Conditions

\( (T_1 = 2 \times 10^4 \text{ K}, B_1 = 100 \text{ G}, n_1 = 5 \times 10^{10} \text{ cm}^{-3}) \)

\( B_{x_1}/B_1 = V_0/C_{AI} = V_{y_1}/V_0 = M_{1A}, \) \( M_{1A} \) is the upstream Alfvén Mach number

\( C_{AI} = 9.76 \times 10^2 \text{ km/s} \) is the upstream Alfvén speed

<table>
<thead>
<tr>
<th>reg.</th>
<th>( M_{1A} )</th>
<th>( V_x/V_{x1} )</th>
<th>( V_y/V_{y1} )</th>
<th>( B_y/B_{y1} )</th>
<th>( \rho/\rho_1 )</th>
<th>( T/T_1 )</th>
<th>( P/P_1 )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>3.47\times10^{-4}</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>3.47\times10^{-4}</td>
</tr>
<tr>
<td>s</td>
<td>0.1</td>
<td>1.00</td>
<td>23.76</td>
<td>0.772</td>
<td>1.00</td>
<td>1.15 \times 10^3</td>
<td>1.15 \times 10^3</td>
<td>0.665</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>1.00</td>
<td>2.26 \times 10^3</td>
<td>0.775</td>
<td>1.00</td>
<td>1.15 \times 10^3</td>
<td>2.89 \times 10^3</td>
<td>0.667</td>
</tr>
<tr>
<td>d</td>
<td>0.1</td>
<td>0.399</td>
<td>1.01 \times 10^2</td>
<td>0</td>
<td>2.51</td>
<td>1.15 \times 10^3</td>
<td>2.89 \times 10^3</td>
<td>1.00 \times 10^2</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.400</td>
<td>1.00 \times 10^4</td>
<td>0</td>
<td>2.50</td>
<td>1.15 \times 10^3</td>
<td>2.88 \times 10^3</td>
<td>1.00 \times 10^4</td>
</tr>
</tbody>
</table>
and the downstream flow is supermagnetosonic with respect to the fast-mode wave speed.

When

$$\cos^2 \varphi_1 = \frac{X(1 + \beta_1)}{X + 2},$$

$B_{ys} = 0, \beta_d = 2$, and hence the subshock is simply a gas dynamic shock for

$$\cos^2 \varphi_1 \geq \frac{X(1 + \beta_1)}{X + 2}. \quad (8-9)$$

The subshock vanishes when $\beta_d \leq 2/X$. \quad (8-10)

**Radiation and Thermal Conduction Combined**

In the light of the discussion in the last chapter, we let $\nu = \eta = 0$ for simplification so that isothermal subshocks reduce to discontinuities. The modification of the MHD jump conditions is discussed first. Next we determine the fluid velocity in the regions upstream and downstream of the subshock. Because the switch-off shock is quite different from the gasdynamic shock, the fluid velocity behaves differently than before.

**Modification of Jump Relations**

When radiative cooling is taken into account, the jump conditions obtained in the previous section need to be modified correspondingly. Actually, all other relations would remain the same as before, except the expression for $X$. The equation for $X$ now reads

$$X^2 [\beta_1 + (\theta_1 - \theta_0)(\gamma - 1)/\gamma] - X \left( \beta_1 + 2\theta_1 - \theta_1^2 \sin^2 \varphi_1 \right) + \theta_1 \cos^2 \varphi_1 (\gamma + 1)/\gamma$$

$$+ X \theta_1 \sin^2 \varphi_1 \left( \frac{X}{\gamma + X - \theta_1} \right) \left[ (1 - \theta_1)/(X - \theta_1) \right]^2 = 0. \quad (8-11)$$

For switch-off shocks,
\[
X = \frac{1 + \beta_1 + \cos^2 \varphi + \sqrt{[\beta_1 + \sin^2 \varphi]^2 + 4 \cos^2 \varphi [1 - \beta_1 \gamma + (\gamma^2 - 1) L_0] / \gamma^2}}{2 \beta_1 + (1 - L_0) \gamma / \gamma}.
\]  

(8-12)

where

\[
L_0 = \left[2M_{1A}^2 \left(\rho_1 V_0^3\right)\right] \left\{ \left(\kappa dT/dz\right)_{d} + \int_1^1 \rho \left[\rho_1 Q(T) - H_c\right] dz \right\}
\]

\[
= \left[2M_{1A}^2 / (\gamma - 1)\right] \left\{ (dT/d\xi)_{d} + \int_1^1 (\gamma - 1) R_c u_c [\rho_1 Q(T)/H_c - \Delta T] \right\}
\]

(8-13)

is the normalized effect of radiative loss as well as the heat flux at the downstream edge of the subshock, \(M_{1A} = V_0 / C_A\) is the upstream Alfvén Mach number (\(M_{1A} \ll 1\) since we have assumed \(B_{yl} \gg B_{x1}\)).

\textbf{Radiation in Foreshock Region}

Substituting \(B_x = B_{x1}, V_x = V_0, \rho = \rho_1\) into Equations (6-1), we obtain immediately that in the foreshock

\[
V_0 B_y + B_{x1} V_y = V_0 B_{yl} + B_{x1} V_{yl},
\]

(8-14a)

\[
P + B_y^2 / 2\mu = P_1 + B_{yl}^2 / 2\mu,
\]

(8-14b)

\[
d(\kappa dT/dz)/dz + \rho_1 V_0 R (dT/dz)/(\gamma - 1) - \rho_1 [\rho_1 Q(T) - H_c] = 0.
\]

(8-14c)

Equation (8-14c) is the critical equation—once it is solved for \(T\), all the other physical parameters are readily obtained. If \(T\) is expressed in units of \(T_0 = V_0^2 / R\), then Equation (8-14c) is reduced to

\[
\frac{d^2 T}{d\xi^2} + \frac{dT}{d\xi} - (\gamma - 1) R_c u_c [\rho_1 Q(T)/H_c - 1] = 0,
\]

(8-15)

by appropriate normalization (notations follow Equation (8-21)).
If the radiative loss function $Q(T)$ is fitted with a two-component piecewise curve (i.e., $\alpha = 2$ and $\alpha = -1/2$), then by using $\tilde{\chi}_< T_c^2 = \tilde{\chi}_> T_c^{-1/2}$, Equation (8-15) can be written as,

$$\frac{d^2T}{d\xi^2} + \frac{dT}{d\xi} - (\gamma - 1) R_L u_c [(T/T_i)^2 - 1] = 0, \quad T < T_c. \quad (8-16a)$$

$$\frac{d^2T}{d\xi^2} + \frac{dT}{d\xi} - (\gamma - 1) R_L u_c \left[ T_c^{-1/2} \left( T_i^{-2} T_1^{1/2} \right) - 1 \right] = 0, \quad T > T_c. \quad (8-16b)$$

Equations (8-16) govern the behavior of $T$ in the foreshock region and can be solved numerically.

Radiation and Equilibrium in the Downstream Region

In the downstream region, the switch-off condition $B_y = 0$ leads to $V_y = V_{yd}$ so that the plasma movement exhibits pure gas dynamic behavior. The equation for $u = V_x/V_0$ is then reduced from Equations (6-1) by substituting in $B_y = 0$ and $V_y = V_{yd}$ and normalizing. The result is

$$\frac{d^2}{d\xi^2} \left[ u(\eta_0 - u) \right] + \left[ \gamma \eta_0 - (\gamma + 1)u \right] \frac{du}{d\xi} - (\gamma - 1) R_L u_c \left[ \frac{\rho_1 Q(T)}{u H_c} - 1 \right] = 0, \quad (8-17)$$

where

$$\eta_0 = \frac{P_d + \rho_1 V_0 V_{x_d}}{\rho_1 V_0^2} = \frac{P_1 + B_{y_0}^2/2\mu + \rho_1 V_0^2}{\rho_1 V_0^2} = 1 + \frac{\beta_1 + \sin^2 \phi_1}{2M_1^2}. \quad (8-18)$$

Equation (8-17) has the same form as Equation (7-21) (with Equation (7-24) substituted in) except $\eta_g$ is replaced by $\eta_0$ ($\eta_0 \gg \eta_g$, since $M_1 \ll 1$). Consequently the relevant discussion on Equation (7-21) can be generalized to include Equation (8-17). If we define $\eta^* = (P_d + \rho_1 V_0 V_{x_d})/\rho_1 V_0^2$, then the condition (7-17) is generalized as

$$\alpha > \alpha^* = (\eta^* - u^*)/(\eta^* - 2u^*), \quad (8-19)$$
where $1 < a^* < \infty$. The quantity $\eta^*$ describes the normalized total momentum. For gas dynamic shocks, $\eta^* = \eta_g$, while for MHD shocks, $\eta^* = \eta_o$. The quantity $u^*$ is the solution of the equilibrium equation

$$\rho_i Q(T)/H_c - u = 0.$$ \hspace{1cm} (8-20)

Again, according to condition (8-19), when the piecewise $\alpha$ is chosen for the over-all fitting with $Q(T)$, the downstream equilibrium can not be approached when $T > T_c$. When $T < T_c$, $\alpha = 2$, Equation (8-20) becomes:

$$u (\eta_0 - u)^2 = (T_1 R/V_0^2)^2.$$ \hspace{1cm} (8-21)

The expected equilibrium velocity is estimated by using $\eta_o >> 1$ and $u < 1$ as

$$u^* = u_{-\infty} = u_2 = \left[ T_1 R \left/ \left( \eta_0 V_0^2 \right) \right. \right]^2 = \left[ \beta_1 \left( \beta_1 + 2M_1^2 + \sin^2 \varphi_i \right) \right]^2 = \beta_i^2.$$

and the equilibrium temperature $T_2$ is:

$$T_2 = u_2 (\eta_0 - u_2)V_0^2/R = \beta_i T_1.$$  

The above equilibrium temperature $T_2$ is estimated for the data in Table 1:

$$T_2 = \beta_i T_1 = 3.47 \times 10^{-4} \times 2 \times 10^4 \text{K} = 7 \text{K}.$$  

This unrealistically low temperature occurs because we use $\alpha = 2$ to fit with $Q(T)$ for the temperature lower than the critical temperature ($T < T_c$). However, $\alpha = 2$ is no longer appropriate for $T < 2 \times 10^4 \text{K}$ since $\alpha$ increases more rapidly in that temperature range.

A better fit suggested by Peres et al., (1982), that $\alpha = 11.7$ when $4.4 \times 10^3 \text{K} < T < 8 \times 10^3 \text{K}$, gives $T_2 = 5.8 \times 10^3 \text{K}$. Therefore, a better over-all fit with $Q(T)$ may be obtained by choosing the more precise power law of $T$, such as
\[ \alpha = 10, \tilde{\chi} = 3.9 \times 10^{-79}, \quad T < 2 \times 10^4 K, \]
\[ \alpha = 2, \tilde{\chi} = 10^{-44}, \quad 2 \times 10^4 K < T < T_c, \]
\[ \alpha = -1/2, \tilde{\chi} = 10^{-31.5}, \quad T > T_c. \]

Equation (8-17) can be then combined with above to describe the cooling in the downstream region.

An interesting point worth considering is that the fluid may be heated rather than cooled in the downstream region. It is known that the cooling function \( Q(T) \) reaches a maximum at around \( 10^5 \) K (i.e., \( T_d \)) and a minimum at around \( 3 \times 10^7 \) K (i.e., \( T_{c1} \)). Hence \( \alpha < 0 \) for \( T_c < T < T_{c1} \), and \( \alpha > 0 \) for the temperature outside that range. Since values of \( \alpha < 0 \) never satisfies condition (8-19), it is impossible for the system to approach the equilibrium when \( \alpha < 0 \) because of thermal instability. However, when \( \alpha \) is sufficiently greater than zero such that condition (8-19) is satisfied, then equilibrium is possible in regions where either \( T > T_{c1} \) or \( T < T_c \). The equilibrium in the region where \( T > T_{c1} \) implies heating of the downstream plasma. Since the subshock formation requires \( u_2 < \tilde{C}_{sd} \), an upper limit for the temperature is

\[ T_{\text{max}} = T(u = \tilde{C}_{sd}) = T_d X^{1/2}. \quad (8-22) \]

Therefore, radiative heating can occur for \( T_{\text{max}} > 3 \times 10^7 \) K.

**Numerical Calculation**

Since the subshock is assumed to be located at \( \xi = 0 \), the equations which govern the shock structure can be summarized as

\[ \frac{d^2 T}{d\xi^2} + \frac{dT}{d\xi} - (\gamma - 1) R_L \frac{u_c}{\rho_1 Q(T)/H_c - 1} = 0, \quad \xi > 0, \quad (8-23a) \]

\[ \frac{d^2}{d\xi^2} [u(\eta_0 - u)] + [\gamma \eta_0 (\gamma + 1) u_0] \frac{du}{d\xi} - (\gamma - 1) R_L \left[ \frac{\rho_1 Q(T)}{u H_c - 1} \right] = 0, \quad \xi < 0. \quad (8-23b) \]
In order to solve Equations (8-23), we have to first calculate the necessary IBC's because \( u(\xi) \) and \( T(\xi) \) cannot be integrated numerically from \(-\infty\) or \(\infty\). The numerical calculation has to start from the subshock, i.e., \( \xi = 0 \).

Let \( \xi = 0^+ \) and \( \xi = 0^- \) denote the upstream and the downstream edges of the isothermal subshock. The following equations are obtained by integrating Equations (8-23a) and (8-23b) from \( \xi = 0^+ \) to \(\infty\), and \( \xi = -\infty \) to \(0^-\), respectively:

\[
\begin{align*}
Q_{ms} + R_{cu} &= [X \beta_1 - (1 + \cos^2 \phi_1 - 2 \cos^2 \phi_1 / X + \beta_1)] / (2 X M \lambda), \quad (8-24a) \\
Q_{md} - R_{cd} &= (u_2 - 1/X) \left[ \eta_0 - (u_2 + 1/X)(\gamma + 1)/2 \right]. \quad (8-24b)
\end{align*}
\]

Equation (8-12) can be rewritten as \( I_0 = Q_{md} + R_{cd} \)

\[
Q_{md} + R_{cu} = [\beta_1 \gamma + \gamma - 1 - \gamma (\beta_1 + 1 + \cos^2 \phi_1)/X + (\gamma + 1) \cos^2 \phi_1 / X^2] / (2 M \lambda), \quad (8-24c)
\]

where \( Q_m = dT/d\xi \) is the normalized heat flux \((kT)\) with \( T \) expressed in units of \( V_o^2 / R \).

\( R_{cu} \) and \( R_{cd} \) are the energy losses due to radiation in the foreshock and cooling regions, respectively:

\[
\begin{align*}
R_{cu} &= \int_{0^+}^{\infty} (\gamma - 1) R_L \frac{u_c [\rho L Q(T) / H_c - 1]}{\eta_d} \, d\xi, \quad (8-25a) \\
R_{cd} &= \int_{-\infty}^{0^-} (\gamma - 1) R_L \frac{u_c [\rho L Q(T) / (u H_c)] - 1}{\eta_d} \, d\xi. \quad (8-25b)
\end{align*}
\]

Equations (8-24) are not enough to determine the five unknowns \( X, R_{cu}, R_{cd}, Q_{ms} \) and \( Q_{md} \) which are needed to solve \( T(\xi) \) in the upstream region and \( u(\xi) \) in the downstream region. Thus to obtain additional constraints we rewrite Equations (8-23) as

\[
\frac{dQ_m}{du} + \eta_0 - (\gamma + 1)u - (\gamma - 1) R_L u_c u \left[ \frac{(\eta_0 - u)^2}{T_1^2} - 1 \right] \frac{\eta_0 - 2u}{Q_m} = 0, \quad u_2 < u < u_d,
\]
\[
\frac{dQ_m}{dT} + 1 - (\gamma - 1)R_c \frac{uc}{Q_m} \left( \frac{T}{T_1} \right)^2 - 1 = 0, \quad T_1 < T < T_2,
\]

where the piecewise \( \alpha \) with two components has been used to fit \( Q(T) \). Two initial conditions can then be drawn by taking the limit \( u \to u_2 \) and \( T \to T_1 \) in the above two equations, namely,

\[
\left. \frac{dQ_m}{du} \right|_2 = \frac{\gamma + 1}{2} u_2 - \gamma_0 + \sqrt{\frac{[\gamma_0 - (\gamma + 1)u_2]^2}{4} + (\gamma - 1)R_c \frac{uc}{u_2 T_2} \left( \frac{\eta_0 - 2u_2}{\eta_0 - 3u_2} \right) \left( \frac{\eta_0 - 3u_2}{\eta_0 - 3u_2} \right)}, \quad (8-26a)
\]

\[
\left. \frac{dQ_m}{dT} \right|_1 = -\frac{1}{2} \left[ 1 + \sqrt{1 + 8(\gamma - 1) \frac{uc}{T_1}} \right]. \quad (8-26b)
\]

To determine \( Q_{md} \) and \( Q_{ms} \), Equation (8-23a) is integrated from \( u = u_2 \), \( Q_m = 0 \) to \( u = u_{d} \), \( Q_m = Q_{md} \), while Equation (8-23b) is integrated from \( T = T_1 \), \( Q_m = 0 \) to \( T = T_s \), \( Q_m = Q_{ms} \). These coupled equations are solved iteratively until the values converge. Once \( Q_{md} \) and \( Q_{ms} \) are known, \( X, R_{cu} \) and \( R_{cd} \) can be obtained from Equations (8-24). In turn \( u(\xi) \) and \( T(\xi) \) can be calculated by integrating Equations (8-23a) and (8-23b) from the subshock towards the downstream and the upstream regions.

In Figure 27, we plot an example of the structure of a radiative slow shock from the far upstream region through to the far downstream region. When compared with the shock solution with no radiation \( (R_L = 0, \text{ shown by the dashed curve}) \), the figure shows that the radiation in the downstream region is much stronger than it is in the upstream region. Apparently this occurs because downstream of the subshock the density is much higher. Due to the switch-off limit, the radiation has almost no effect on the pressure and the tangential components of the velocity and the field, though it does substantially change the temperature, the density, and the normal velocity in the downstream region.

Figure 28 shows the variation of the magnetic, kinetic and internal energy through the shock and the downstream cooling region. Also shown are the plasma parameter,
Fig. 27. A numerical solution of an MHD switch-off shock. From (a) to (f), $T$, $P$, $\rho$, $V_x$, $V_y$, $B_y$ are in the units of $V_0^2/R$, $\rho V_0^2$, $\rho$, $V_0$, $V_0$ and $B_{y0}$, respectively. The Alfvén Mach number $M_A = \cos\varphi = 0.1$, $\beta_1 = 3.47 \times 10^{-5}$, and $R_L = 1$, where a 3-component-$\alpha$ fit has been used for $\mathcal{G}(t)$. Solutions with no radiation ($R_L = 0$) are shown by the dashed curves.
Fig. 28. Various physical quantities across the total transition layer: (a) magnetic energy $B^2/2\mu$; (b) kinetic energy $\rho(v_x^2 + v_y^2)/2$; (c) internal energy $P/(\gamma - 1)$; (d) plasma $\beta$; (e) heat flux $-Q_m$; (f) fast Mach number $V^2/C_s^2$, where the unit of the heat flux is $V_0^2/RL$, and all the energies are normalized by the upstream total energy. The upstream parameters are the same as in Fig. 27.
the heat flux, and the fast-mode Mach number. The fast-mode Mach number is
important for determining whether the outflow from the reconnection in the corona
can produce supermagnetosonic jets. If such jets exist they will produce termination
shocks which may serve as sites for particle acceleration (Forbes et al., 1989). The effect
of the radiation is to greatly increase the Mach number to extremely high values (~ 10^4).
Normally this Mach number is about 1.7 (for γ = 5/3) in the absence of the radiation.

To show how the shock structure varies with the strength of the radiative loss, we
plot the temperature jump across the total shock transition. As shown in Figure 29, the
temperature is nearly constant as, \( R_L \), the ratio of radiation to conduction scale lengths
increases. However, at \( R_L \) near 1, the temperature jump suddenly decreases (note that
the examples shown in Figures 27 and 28 for \( R_L = 1 \) are just to the left of where this
sudden decrease occurs. This sudden decrease is due to the fact that for \( R_L > 1 \), the
radiative scale length becomes smaller than the thermal conduction scale length.
When this happens, the radiation loss is greater than the thermal energy (converted
from magnetic energy by slow-mode shocks) available in the total shock transition,
and more energy has to be drawn from the inflow plasma by greatly changing the
structure of the shock. Thus the sudden transfer of the curve from nearly horizontal to
steep falling at \( R_L = 1 \) suggests that the shock is nearly getting destroyed when the
characteristic length of radiative cooling is less than the thermal scale length.

**Summary**

In the presence of strong thermal conduction an MHD slow shock dissociates into a
foreshock, which is dominated by heat-flux transport, and an isothermal subshock,
which is dominated by viscous dissipation. The addition of radiation creates a third
region immediately downstream of the subshock, and in this region radiative cooling
dominate. Because of the thermal conduction, the downstream cooling region is
Fig. 29. The temperature jump across the total shock $T_d/T_1$ vs. $R_L$, the strength of the radiative cooling. $M_{be}$, $\sin \varphi_1$ and $\beta_1$ are the same as in Figures 27 and 28.
strongly coupled to the foreshock, and the determination of the shock structure requires simultaneous solution of the equations governing all three regions.

For typical flare conditions, we find that the pressure jump across the total shock transition is nearly equal to $\beta_1^{-1}$, where $\beta_1$ is the upstream plasma $\beta$. The downstream tangential velocity is about the same as the upstream Alfvén speed, and the downstream tangential velocity is supermagnetosonic with respect to the fast-mode wave speed. The tangential magnetic field (normalized by upstream tangential field) at upstream edge of the subshock is close to $(1-1/X)^{1/2}$, where $X$ is the density jump across the total shock. This indicates that of the total energy released by the annihilation of magnetic field, about $1/3$ ($\sim 1/X$) is released in the foreshock region while remaining $2/3$ ($\sim 1-1/X$) is released at the subshock. Since the thickness of total shock transition is of the order of the scale-size of flare loops, this result suggests that the magnetic energy release occurs not only at the top of the flare loop (where the x-line is), but also throughout the entire length of the loop.

In a previous order-of-magnitude analysis of flare loops, Forbes et al., (1989) assumed that almost all of the energy release occurs in the subshock, and that the thermal energy conducted into the foreshock region was on the order of the radiative loss there. However, our analysis of the structure of slow shocks implies that substantial (up to $1/3$) of the energy release occurs in the foreshock region.

Thus, the energy source which heats the flare loops acts partly like a localized source at the top of the loops and partly like a global source distributed throughout the length of the loops. Our analysis also shows that it is the radiative loss in the downstream cooling region rather than the foreshock region, which is of the same order as the energy conducted into the foreshock. Therefore, the balance between the radiative cooling and thermal heating is never reached in the foreshock as assumed by
Forbes et al. (1989). Instead, it should occur in the downstream of the subshock, although we don't know whether this will really be the case in the flare loops, since a full two-dimensional solution will be necessary to determine the correct behavior.

A criterion for equilibrium in the far downstream, i.e., inequality (8-19), has been derived by critical-point analysis. It shows that no stable, steady-state solutions exist for radiative slow shocks unless the temperature in the downstream region of the subshock falls below $10^5$ K.

Numerical results indicate that excessively strong radiative cooling could lead to the destruction of the slow-mode shocks. This occurs when the characteristic scale length of radiative cooling becomes smaller than the thermal conduction scale length. However, for typical coronal conditions, the characteristic scale length of radiative cooling is greater than the thermal conduction scale length, and so radiative shocks should exist during a flare.
SUMMARY

This thesis considers two aspects of the reconnection model for large solar flares and related eruptive phenomena. The first part presents a quasi-static analysis of the effect of magnetic reconnection on the evolution of a magnetic field configuration, which can undergo a sudden transition from stable to unstable equilibrium even when reconnection is absent. The second part studies the effect of radiation on the slow-mode MHD shocks produced by magnetic reconnection in the corona.

In the first part of the thesis, we have assumed that the coronal reconnection time scale, $\tau_r$, is much smaller than the photospheric convective motion time scale, $\tau_p$, but much greater than the coronal wave propagation time scale, $\tau_A$ (i.e., Alfvén time scale), i.e., $\tau_p \gg \tau_r \gg \tau_A$. Accordingly, the system evolves quasi-statically via a series of equilibria during a time period of $\tau_p$, until a critical point is reached at which no nearby stable equilibrium is available. During the quasi-static evolution, no current sheet can be formed or sustained, and only at the critical point do current sheets appear. The period starting when the $\chi$-type neutral point appears on the photospheric boundary and ending when the system reaches the critical point is identified with the preflare phase.

The MHD equations for the general detached current sheet problem have been solved analytically. The attached current sheet problem previously considered by Forbes and Isenberg (1991) is a special limiting case of the detached problem, and the corresponding asymptotic solutions become identical as the filament radius $r \to 0$.

Unlike any previous analyses, our analysis here distinguishes between equilibrium losses due to ideal-MHD processes and those due to non-ideal-MHD processes. If the free
magnetic energy of the system is greater than certain critical value before the loss of the magnetohydrostatic equilibrium, then a catastrophic eruption (i.e., ideal-MHD jump) occurs, and a current sheet develops rapidly during the eruption. This current sheet is destroyed during the reconnection jump (non-ideal) after the eruption. However, if the system cannot acquire enough energy (exceeding the critical value), no catastrophe occurs. If an ideal-loss of equilibrium does not occur, then the system undergoes a reconnection jump during which the energy release occurs on the reconnection time scale.

The critical value of the energy required for maintaining catastrophe behavior is equivalent to the critical value of the filament radius. Catastrophe occurs when the filament radius is smaller than the critical radius, or equivalently, one can say that catastrophe occurs when the stored energy is greater than the critical energy. In general, the critical radius required in the detached current sheet model is greater than that in the attached case.

The catastrophic eruption caused by the loss of ideal-MHD equilibrium is identified with the impulsive phase at the start of the flash phase of eruptive flare phenomenon. Our result implies that if the filament radius is small enough (say, on the order of 0.1 times the scale of the photospheric field), then a large eruptive flare with an impulsive phase will occur. On the other hand, if the radius is not small enough, then the eruption will occur without an impulsive phase. This later behavior is like what happens in a quiescent prominence eruption.

In the second part of the thesis we have found that the presence of strong thermal conduction dissociates a slow-mode MHD shock into a foreshock and an isothermal subshock. The effect of radiation is to create a third region immediately downstream of the subshock. Because of the thermal conduction, the downstream cooling region is
strongly coupled to the foreshock, and the determination of the shock structure requires simultaneous solution of the equations governing all three regions.

For typical flare conditions, we find that the pressure jump across the total shock transition is nearly equal to $\beta_i^{-1}$, where $\beta_i$ is the upstream plasma $\beta$ (i.e., the ratio of the gas to magnetic pressure). The downstream tangential velocity is about the same as the upstream Alfvén speed, and the downstream tangential velocity is supermagnetosonic with respect to the fast-mode wave speed. Of the total energy released by the annihilation of the magnetic field, about 1/3 is released in the foreshock region while remaining 2/3 is released at the subshock. Since the thickness of total shock transition is of the order of the scale-size of flare loops, which are created by reconnection during the flare. This result suggests that the magnetic energy release occurs not only at the top of the flare loop where the reconnection site is (i.e., the x-line), but also throughout the entire length of the loop.

Thus, the energy source which heats the flare loops acts partly like a localized source at the top of the loops and partly like a global source distributed throughout the length of the loops. Our analysis also shows that it is the radiative loss in the downstream cooling region rather than the foreshock region, which is of the same order as the energy conducted into the foreshock. Therefore, the balance between the radiative cooling and thermal heating is never reached in the foreshock as assumed by Forbes et al. (1989). Instead, it should occur in the downstream of the subshock. To determine the correct behavior, a full two-dimensional solution will be necessary.

According to the criterion for equilibrium in the far downstream, no stable, steady-state solutions exist for radiative slow-mode MHD shocks unless the temperature in the downstream region of the subshock falls below $10^5$ K.
Numerical results indicate that excessively strong radiative cooling could lead to the destruction of the slow-mode shocks. This occurs when the characteristic scale length of radiative cooling becomes smaller than the thermal conduction scale length. However, for typical coronal conditions, the characteristic scale length of radiative cooling is greater than the thermal conduction scale length, and so the radiative shocks should exist during a flare.
Appendix A

Some Mathematics Involved in the Current Sheet Problem

In this appendix the solution of the singular integral equation (3-14) will be derived. More detailed discussion is found in § 17, § 88, and relevant sections of Muskhelishvilli (1953). Also presented are some integral results which are useful in simplifying the obtained solutions.

The singular integral equation to be solved is

\[ f(t) = \frac{1}{i\pi} \int_L \frac{\varphi(t) \, dt}{t - t_0}, \quad \text{on} \, L, \tag{A-1} \]

where \( L \) is a segment of the real axis of the complex plane \((t, \eta)\), \( f(t) \) is a known function of \( t \), and \( \varphi(t) \) is the unknown function to be found. Some other notations are defined as follows: \( C \) — the contour enclosing the upper half complex plane; \( L' \) — the remaining part of \( C \) excluding \( L \); \( Z \) — any point of the plane not lying on \( C \); \( t \) — any point on \( C \); \( t_0 \) — some point on \( L \), \( a < t_0 < b \), \( a \) and \( b \) are the two ends of \( L \). The unknown function \( \varphi(t) \) is assumed continuous on \( L \) (may excluding the ends where \( \varphi(t) \) is bounded), and to satisfy \( \varphi(\infty) = 0 \).

**The Plemelj Formula**

Now consider a sectionally holomorphic function \( \varphi(Z) \), defined as

\[ \Phi(Z) = \frac{1}{2\pi i} \int_L \frac{\varphi(t) \, dt}{t - Z}. \tag{A-2} \]

According to Cauchy integral formula, if \( L \) is a closed contour, i.e., \( L = C \), then
\[ \Phi(Z) = \frac{1}{2\pi i} \int_L \frac{\varphi(t) \, dt}{t-Z} = \frac{1}{2\pi i} \int_c \frac{\varphi(t) \, dt}{t-Z} = \frac{1}{2\pi i} \int_c \frac{\varphi(t) - \varphi(t_0) \, dt + \varphi(t_0) \, dt}{t-Z} \]

\[ = \begin{cases} 
\varphi(t_0) + \frac{1}{2\pi i} \int_c \frac{\varphi(t) - \varphi(t_0) \, dt}{t-Z}, & \text{Z in upper half plane}, \\
\frac{1}{2\pi i} \int_c \frac{\varphi(t) - \varphi(t_0) \, dt}{t-Z}, & \text{Z in lower half plane},
\end{cases} \quad (A-3) \]

Let \( \Phi^+(t_0) \) and \( \Phi^-(t_0) \) denote respectively the limits of \( \Phi(Z) \) when \( Z \) tends to point \( t_0 \), which is on \( L \), from left of \( L \) (i.e., the upper half of \( Z \) plane) and right of \( L \) (i.e., the lower half of \( Z \) plane). Apparently, \( \Phi(Z) \) tends to \( \Phi^+(t_0) \) and \( \Phi^-(t_0) \) uniformly when \( Z \) tends to point \( t_0 \) from left and right of \( L \), respectively, thus

\[ \begin{align*}
\Phi^+(t_0) &= \varphi(t_0) + \frac{1}{2\pi i} \int_c \frac{\varphi(t) - \varphi(t_0) \, dt}{t-t_0} \\
\Phi^-(t_0) &= \frac{1}{2\pi i} \int_c \frac{\varphi(t) - \varphi(t_0) \, dt}{t-t_0}.
\end{align*} \quad (A-4) \]

Notice that

\[ \frac{1}{2\pi i} \int_c \frac{dt}{t-t_0} = \frac{1}{2} \quad \text{and} \quad \int_c \frac{\varphi(t) \, dt}{t-t_0} = \int_L \frac{\varphi(t) \, dt}{t-t_0} , \]

hence

\[ \begin{align*}
\Phi^+(t_0) &= \frac{\varphi(t_0)}{2} + \frac{1}{2\pi i} \int_L \frac{\varphi(t) \, dt}{t-t_0} \\
\Phi^-(t_0) &= -\frac{\varphi(t_0)}{2} + \frac{1}{2\pi i} \int_L \frac{\varphi(t) \, dt}{t-t_0}.
\end{align*} \quad (A-5a) \]

or

\[ \begin{align*}
\Phi^+(t_0) - \Phi^-(t_0) &= \varphi(t_0), \\
\Phi^+(t_0) + \Phi^-(t_0) &= \frac{1}{\pi i} \int_L \frac{\varphi(t) \, dt}{t-t_0}. \quad (A-5b)
\end{align*} \]

The above formula is known as the Plemelj formula. It holds even if \( L \) is not a contour but only a part of a contour, such as an arc or a union of arcs. It can be proved similarly by setting \( \Phi(t) \equiv 0 \) for \( t \) on \( L \).
Solution of the Singular Integral Equation

According to the Plemelj formula (A-5b), the original singular integral equation (A-1) corresponds to the boundary value problem of finding \( \Phi(Z) \) which satisfies the boundary condition

\[
\Phi^+(t_0) + \Phi^-(t_0) = f(t_0), \quad \text{on } L, \tag{A-6}
\]

where \( \Phi(Z) \) is the sectionally holomorphic function defined in Equation (A-2).

The problem represented by Equation (A-6) is a non-homogeneous Hilbert problem. The corresponding homogeneous H-problem is to find a function \( \Phi_0(Z) \) satisfying

\[
\Phi^+(t_0) + \Phi^-(t_0) = 0, \quad \text{on } L, \tag{A-7}
\]
or

\[
\Phi^+(t_0)/\Phi^-(t_0) = -1, \quad \text{on } L. \tag{A-7'}
\]

We next substitute \( \Psi_0(Z) = \ln \Phi_0(Z) \) into equation (A-7'), where the proper branch of \( \ln \Phi_0(Z) \) is below the branch cut along \( L \), then

\[
\Psi_0^+(t_0) - \Psi_0^-(t_0) = \ln(-1) = \pi i, \quad \text{on } L, \tag{A-8}
\]

According to Equation (A-2) and the Plemelj formula, it is clear that

\[
\Gamma(Z) = \frac{1}{2\pi i} \int_{L} \frac{\pi i}{t - Z} \, dt = \frac{1}{2} \ln \frac{Z - b}{Z - a} \tag{A-9}
\]
satisfies the above boundary condition, and thus it is a particular solution of Equation (A-8), i.e.,

\[
e^{\Gamma(Z)} = i \sqrt{(b - Z)(Z - a)}
\]
is a particular solution of Equation (A-7). Apparently, the general solution of Equation (A-7) can be written as \( X_0(Z) P(Z) \), where \( P(Z) \) is an arbitrary polynomial, \( X_0(Z) = (Z - a) e^{f(a)} \) is the solution of Equation (A-7), and \( X_0(Z) \) is bounded at both ends of \( L \) (i.e., \( Z = a \) and \( Z = b \)). By using the Plemelj formula, we have

\[
X_0^+(t_0) = \sqrt{(b - t_0)(t_0 - a)} = -X_0^-(t_0).
\] (A-10)

Returning to the non-homogeneous H-problem (A-6), we substitute (A-10) to obtain

\[
\Phi^+ (t_0) = -\Phi^-(t_0) + f(t_0) = \Phi^0(t_0) X_0^+(t_0)/X_0^-(t_0) + f(t_0), \quad \text{on } L,
\]

i.e.,

\[
\Phi^+(t_0)/X_0^+(t_0) - \Phi^-(t_0)/X_0^-(t_0) = f(t_0)/X_0^+(t_0), \quad \text{on } L.
\] (A-11)

A homogeneous H-problem is immediately obtained by setting \( \Phi(Z) = \phi(Z)/X_0(Z) \), i.e.,

\[
\psi^+(t_0) - \psi^-(t_0) = f(t_0)/X_0^+(t_0), \quad \text{on } L.
\] (A-12)

The general solution of the above equation is readily written down by using equations (A-2) and (A-5a)

\[
\psi(Z) = \frac{1}{2\pi i} \int_L \frac{f(t) \, dt}{X_0^+(t) (t - Z)} + P(Z),
\] (A-13)

or

\[
\phi(Z) = \frac{X_0(Z)}{2\pi i} \int_L \frac{f(t) \, dt}{X_0^+(t) (t - Z)} + P(Z) X_0(Z).
\] (A-14)

Therefore, the solution of the original singular integral equation (A-1) is obtained by using the Plemelj formula (A-5b) once more. That is

\[
\phi(t_0) = \Phi^+(t_0) - \Phi^-(t_0) = \frac{X_0^+(t_0)}{\pi i} \int_L \frac{f(t) \, dt}{X_0^+(t) (t - t_0)} + 2P(t_0) X_0(t_0)
\] (A-15)
Similarly, if we allow the unknown function $\phi(t)$ to be unbounded at either end of $L$, or unbounded at both ends of $L$, the corresponding solutions are

$$\phi(t) = \frac{X_j(t_0)}{\pi t} \int_0^L \frac{f(t) \, dt}{X_j(t) (t - t_0)} + 2P(t) X_j(t_0), \quad j = 1, 2, 3,$$

where

$$X_1(t_0) = \sqrt{b - t_0} / (t_0 - a), \quad \text{(A-17a)}$$

$$X_2(t_0) = \sqrt{(t_0 - a) / (b - t_0)}, \quad \text{(A-17b)}$$

$$X_3(t_0) = 1 / \sqrt{(b - t_0) (t_0 - a)}. \quad \text{(A-17c)}$$

and $\phi_1(t_0), \phi_2(t_0), \text{ and } \phi_3(t_0)$ are solutions unbounded at $t_0 = a, t_0 = b, \text{ and at both ends of } L, \text{ respectively.}$

**Some Useful Integrals**

$$\int_p^q \frac{1}{\sqrt{(q^2 - u^2) (u^2 - p^2)}} \frac{v \, dv}{v^2 - y^2} = 0, \quad p < y < q. \quad \text{(A-18a)}$$

$$\int_p^q \frac{\sqrt{(q^2 - u^2) (u^2 - p^2)}}{h^2 - v^2} \frac{v \, dv}{u^2 + v^2} = \int_p^q \frac{\sqrt{v^2 - p^2}}{q^2 - v^2} \left(1 - \frac{h^2 - q^2}{h^2 - v^2}\right) v \, dv$$

$$= \frac{\pi}{4} \left(\sqrt{h^2 - p^2} - \sqrt{h^2 - q^2}\right)^2, \quad \text{(A-18b)}$$

$$\int_p^q \frac{\sqrt{(q^2 - u^2) (u^2 - p^2)}}{u^2 + v^2} \frac{v \, dv}{u^2 + v^2} = \int_p^q \frac{\sqrt{q^2 - v^2}}{v^2 - p^2} \left(1 - \frac{p^2 + u^2}{u^2 + v^2}\right) v \, dv$$

$$= \frac{\pi}{4} \left(\sqrt{u^2 + q^2} - \sqrt{u^2 + p^2}\right)^2, \quad \text{(A-18c)}$$

$$\int_p^q \frac{\sqrt{(q^2 - u^2) (u^2 - p^2)}}{v^2 - y^2} v \, dv = \int_p^q \frac{\sqrt{q^2 - v^2}}{v^2 - p^2} v \, dv - \int_p^q \frac{(y^2 - p^2) v \, dv}{\sqrt{(q^2 - v^2) (u^2 - p^2)}}$$

$$+ \int_p^q \frac{(q^2 - y^2) (y^2 - p^2)}{\sqrt{(q^2 - v^2) (u^2 - p^2)}} v \, dv.$$
By using transformation $t = \frac{q}{\sqrt{u^2 + q^2}}$, the last term in equation (3-18b) can be expressed by the complete elliptic integrals:

\[
\frac{2}{\pi} \int_{-\infty}^{\infty} \frac{\sqrt{(u^2 + p^2)(u^2 + q^2)}}{(u^2 + p^2)(u^2 + 1)^2} u^2 du
= \frac{4}{\pi q} \int_0^1 \frac{\sqrt{(1-t^2)(1-t^2(1-p^2/q^2))}}{(1+t^2(1-q^2)){1-t^2(1-1/q^2)^2}} dt
= \frac{2}{\pi q} \left\{ \frac{q^2}{y^2-1} \left[ \frac{p^2-1}{q^2-1} K(k) - E(k) \right] + 2 \frac{(y^2-p^2)y^2}{(y^2-1)^2} F\left(\frac{y^2}{q^2}, k\right) \right.
+ \frac{1}{(y^2-1)^2} \left[ y^2(p^2-2) + \frac{y^2-1}{q^2-1} - p^2 y^2 - \frac{q^2}{q^2-1} \right] \left. \right. F\left(\frac{1}{q^2}, k\right) \right\}.
\] (A-19)

where $k^2 = 1 - p^2/q^2$, $K$, $E$, and $F$ are the complete elliptic integrals of the first, the second, and the third kind, respectively.
Appendix B

Boundary Layer Analysis

Following the argument and discussion in Chapter 7, we present the derivations leading to solutions (7-7) and (7-8). After substituting Equations (7-4) into Equations (7-6) and normalizing, we obtain

\[ \delta p = \frac{\delta u}{1 - \delta u}, \]  \hspace{1cm} (B-1a)

\[ \delta p = \delta u + \frac{\lambda_v}{\delta u} \frac{\delta u}{\xi_5}, \]  \hspace{1cm} (B-1b)

\[ \delta T = \frac{\gamma - 1}{\gamma} \delta u + \delta u \left( \frac{\gamma + 1}{2} \delta u - \delta u \right) + \lambda_v \frac{\delta u}{\xi_5}, \]  \hspace{1cm} (B-1c)

\[ - \frac{\gamma + 1}{2} \frac{d}{d\xi_5} \left[ \delta u \left( \delta u - \delta u \right) \right] = \frac{d}{d\xi_5} \left( \lambda_v \frac{\delta u}{\xi_5} + \lambda_\kappa \frac{\delta T}{\xi_5} \right), \]  \hspace{1cm} (B-1d)

where \( \delta p = (\rho - \rho_1)/\rho_1, \delta p = (P - P_1)/\rho_1 V_0^2, \delta T = (T - T_1)/R V_0^2, \delta u = u/V_0, \) and \( \xi_5 = Z/L. \)

\( \lambda_v = L_v/L, \lambda_\kappa = L_\kappa/L, \) and \( L \) denotes the global scale length of the system. The associated boundary conditions are:

\[ \delta u|_1 = 0, \]  \hspace{1cm} (B-2a)

\[ \delta u|_d = \delta u = (V_0 - V_d)/V_0, \]  \hspace{1cm} (B-2b)

and

\[ (d\delta u/d\xi_5)|_1 = (d\delta u/d\xi_5)|_d = 0. \]  \hspace{1cm} (B-2c)

Burger's Equation and Solution
An approximate solution of $\delta u$ can then be derived from Equations (B-1) by setting $\varepsilon$ as a parameter of smallness and assuming

$$\delta u = o(\varepsilon), \frac{L_v}{L_\kappa} = o(\varepsilon) \text{ and } \frac{L_\kappa}{L} = o(\varepsilon).$$

Accordingly the order of each term in Equation (B-1c) and (B-1d) is shown as follows,

Terms in Eq.: \[\delta T = \frac{\gamma - 1}{\gamma} \delta u + \delta u \left( \frac{\gamma + 1}{2\gamma} \delta u \delta - \delta u \right) + \lambda_n \frac{d\delta u}{d\xi_0}\]

Order of $\varepsilon$: $\varepsilon^3$, $\varepsilon^2$, $\varepsilon^1$, $\varepsilon^0$.

Terms in Eq.: \[-\frac{\gamma + 1}{2} \frac{d}{d\xi_0} \left[ \delta u (\delta u \delta - \delta u) \right] = \frac{d}{d\xi_0} \left( \lambda_n \frac{d\delta u}{d\xi_0} + \lambda_x \frac{d\delta T}{d\xi_0} \right)\]

Order of $\varepsilon$: $\varepsilon^3$, $\varepsilon^2$, $\varepsilon^1$, $\varepsilon^0$.

where $\delta u$ is assumed to vary slowly so that its derivatives are not very large. As a matter of fact, this implies weak shocks with no subshocks present.

Substituting Equation (B-1c) into Equation (B-1d) and taking the leading-order approximation according to the order of $\varepsilon$, then

$$-\frac{\gamma + 1}{2} \frac{d}{d\xi_0} [\delta u (\delta u \delta - \delta u)] = \frac{\gamma - 1}{\gamma} \lambda_x \frac{d^2\delta u}{d\xi_0^2},$$

which is Burger’s equation in stationary state (Whitham, 1974). It is solved by integrating Equation (B-4) and using the boundary conditions. That is

$$\delta u = \delta u_d \left[ 1 + \exp \left( \frac{\gamma + 1}{\gamma - 1} \frac{\gamma}{2 \lambda_x} \delta u \delta \xi_0 \right) \right]^{-1},$$

which is the normalized form of Equation (7-7).

Boundary Layer analysis
For a strong shock with a subshock present, a boundary layer, in which derivatives of $\delta u$ become very large, appears in the vicinity of $\zeta_0 = 0 (z = 0)$, where the subshock is assumed to be located. In order to solve the shock structure in this transition layer, the boundary layer analysis has to be used (for further discussion, see Bender and Orszag, 1978). Inside the boundary layer, the inner variable $\xi = \zeta_0 / \epsilon$ is introduced to describe $\delta u_{(n)}$—the inner solution of $\delta u$. Substitution of them into Equation (B-1d) gives

$$\frac{\gamma + 1}{2} \frac{d}{d\zeta} [\delta u_{(n)} \{\delta u_{(d)} - \delta u_{(n)}\}] = \frac{d}{d\zeta} \left( \frac{\lambda_\alpha}{\epsilon} \frac{d\delta u_{(n)}}{d\zeta} + \frac{\lambda_x}{\epsilon} \frac{d\delta T_{(n)}}{d\zeta} \right).$$

On the RHS of Equation (B-6), the last term is of the order $\epsilon$, while the other two terms are of the order $\epsilon^2$. This implies that

$$\frac{d\delta T_{(n)}}{d\zeta} = 0,$$

which indicates that the subshock will be isothermal because $\delta T_{(n)}$ is constant inside the boundary layer. According to Kennel (1987), the isothermal subshock is located at the downstream edge of strong shock, thus the boundary conditions (B-2) become

$$\delta u |_{1} = 0, \quad \text{(B-7a)}$$

$$\delta u_{(d)} = \delta u_{(n)}, \quad \text{(B-7b)}$$

$$\delta u_{(d)} = \delta u_{(n)} = (V_0 - V_s) / V_0, \quad \text{(B-7c)}$$

$$\left[ \frac{d\delta u}{d\zeta} \right]_{1} = \left[ \frac{d\delta u}{d\zeta} \right]_{0} = 0, \quad \text{(B-7d)}$$

where

$$0^+ = \lim_{\epsilon \to 0} (0 + \epsilon), \quad 0^- = \lim_{\epsilon \to 0} (0 - \epsilon).$$

Now consider $\delta u$ in two regions—outer region where $\delta u$ varies slowly and inner region (boundary layer) where $\delta u$ varies rapidly.
**Outer Solution**

In the outer region \( \delta u \) varies slowly. Follow the same procedure as we did in weak shock case and combine with boundary condition (B-7b), i.e., \( \delta u_{(out)} = \delta u_d, \ \xi_0 < 0^+ \), we have

\[
- \frac{\gamma + 1}{2} \frac{d}{d\xi_0} \left[ \delta u_{(out)} (\delta u_d - \delta u_{(out)}) \right] = \frac{\gamma - 1}{\gamma} \lambda_x \frac{d^2 \delta u_{(out)}}{d\xi_0^2},
\]

(B-8)

for \( \xi_0 > 0 \). Its solution is readily written down as

\[
\delta u_{(out)} = \delta u_d \left[ 1 + C_{(out)} \exp \left( \frac{\gamma + 1}{\gamma - 1} \frac{\delta u_d \xi_0}{\lambda_x} \right) \right]^{-1},
\]

(B-9)

by Equation (B-5), where \( C_{(out)} \) is the constant of integration to be determined.

**Inner Solution**

Inside the boundary layer, we substitute the isothermal condition \( T = T_d \) and the inner variable \( \xi_l \) into Equation (B-1c) and simplify the result to

\[
\frac{\lambda_v}{\varepsilon} \frac{d\delta u_{(in)}}{d\xi_l} = - (\delta u_{(in)} - \delta u_d) (\delta u_d - \delta u_{(in)}) \left( \frac{\delta u_d - \delta u_d}{\lambda_v \varepsilon \xi_l} \right)^2,
\]

(B-10)

where Equations (7-4) have been used. Integration of (B-10) gives

\[
\delta u_{(in)} = \delta u_o + (\delta u_d - \delta u_o) \left[ 1 + C_{(in)} \exp \left( \frac{\delta u_d - \delta u_o}{\lambda_v \varepsilon \xi_l} \right) \right]^{-1},
\]

(B-11)

where \( C_{(in)} \) is the constant of integration.

**Matching**

Outer and inner solutions must be asymptotically matched in the overlap regions which are defined by the intermediate limits.
\[ \xi_0 \to 0^+. \quad \xi_t = \xi_0 / \epsilon \to \infty, \quad \epsilon \to 0, \]

\[ \xi_0 \to 0^-. \quad \xi_t = \xi_0 / \epsilon \to -\infty, \quad \epsilon \to 0. \]

By Equation (B-3), \( \delta u_d / \lambda_k = o(\epsilon^0), (\delta u_d - \delta u_s) \epsilon / \lambda_m = o(\epsilon^0) \). Taking the intermediate limits accordingly, we obtain the following conditions:

- for \( \xi_0 \to 0^+ \), \( \delta u(\text{out}) \to \delta u_d / (1 + C(\text{out}) \). \( \delta u(\text{in}) \to \delta u_s \). \quad (B-12a)

- for \( \xi_0 \to 0^- \), \( \delta u(\text{out}) \to \delta u_d \), \( \delta u(\text{in}) \to \delta u_d \). \quad (B-12b)

Therefore,

\[ C(\text{out}) = (\delta u_d - \delta u_s) / \delta u_s. \quad (B-13) \]

while \( C(\text{in}) \) is still arbitrary and, can be picked equal to 1.

Combining \( \delta u(\text{in}) \) and \( \delta u(\text{out}) \) gives

\[ \delta u = \delta u_d \left[ 1 + \frac{\delta u_d - \delta u_s}{\delta u_s} \exp \left( \frac{\gamma + 1}{\gamma - 1} \frac{\delta u_d \xi_0}{\lambda_k} \right) \right]^{-1}, \quad 0 < \xi_0 < \infty, \epsilon \to 0. \quad (B-14a) \]

\[ \delta u = \delta u_s + (\delta u_d - \delta u_s) \left[ 1 + \exp \left( \frac{\delta u_d - \delta u_s \xi_0}{\lambda_m} \right) \right]^{-1}, \quad -\infty < \xi_0 \leq 0, \epsilon \to 0. \quad (B-14b) \]

These equations can be combined into a single, uniform approximation:

\[ \delta u = (\delta u_d - \delta u_s) \left[ 1 + \exp \left( \frac{\delta u_d - \delta u_s \xi_0}{\lambda_m} \right) \right]^{-1} + \]

\[ \delta u_d \left[ 1 + \frac{\delta u_d - \delta u_s}{\delta u_s} \exp \left( \frac{\gamma + 1}{\gamma - 1} \frac{\delta u_d \xi_0}{\lambda_m} \right) \right]^{-1}, \quad -\infty < \xi_0 < \infty. \quad (B-15) \]

which is the normalized form of Equation (7-8).
Appendix C

Critical-Point Analysis

Autonomous differential equations do not contain explicitly the independent variable. Such an autonomous equation of order \( n \) is equivalent to a system of \( n \) coupled first-order equations. If the autonomous system is

\[
y'_i = f(y_1, y_2, \ldots, y_n), \quad i = 1, 2, \ldots, n
\]  

(C-1)

then the critical points of the system are those points at which all the derivatives vanish simultaneously, i.e., solutions of the algebraic equations

\[
y'_i = f(y_1, y_2, \ldots, y_n) = 0, \quad i = 1, 2, \ldots, n
\]  

(C-2)

The approximate behavior of the autonomous system in the neighborhood of a critical point can be predicted by critical-point analysis. A brief study of 1-D and 2-D autonomous systems will be presented below, for further discussion see Bender and Orszag (1978).

Behavior of a 2-D Autonomous System

The two dimensional autonomous system (7-10) can be written as

\[
\frac{d\delta u}{d\xi} = R_{\delta u} \left[ \delta u \left( \delta u - 1 + \frac{1}{\gamma M_i^2} \right) + \delta T \right],
\]  

(C-3a)

\[
\frac{d\delta T}{d\xi} = \frac{\gamma - 1}{2} \delta u \left( \delta u + \frac{2}{\gamma M_i^2} \right) - \delta T,
\]  

(C-3b)

the algebraic equations
\[
\delta u \left( \delta u - 1 + 1/\gamma M_1^2 \right) + \delta T = 0, \quad \text{(C-4a)}
\]
\[
(\gamma - 1)\delta u \left( \delta u/2 + 1/\gamma M_1^2 \right) - \delta T = 0, \quad \text{(C-4b)}
\]
give two critical points: \textbf{A.} \((\delta u, \delta T) = (0, 0)\), and \textbf{B.} \((\delta u, \delta T) = (\delta u_d, \delta T_d)\), corresponding to the upstream and downstream regions, respectively.

**Behavior of the System Near Critical Point A**

Substituting \(\delta u = \epsilon_1\) and \(\delta T = \epsilon_2\) into Equations (C-3) and linearizing them by letting \(\epsilon_1 \to 0, \epsilon_2 \to 0\), we get
\[
\frac{d\epsilon_1}{d\xi} = R_{ud} \left[ -\left( 1 - \frac{1}{\gamma M_1^2} \right) \epsilon_1 + \epsilon_2 \right], \quad \text{(C-5a)}
\]
\[
\frac{d\epsilon_2}{d\xi} = \frac{\gamma - 1}{\gamma M_1^2} \epsilon_1 - \epsilon_2, \quad \text{(C-5b)}
\]

Solution of the linear differential equations (C-5) determines the behavior of the system near the critical point \((\delta u, \delta T) = (0, 0)\). That is
\[
\epsilon_1 = C_\ast \exp (K_1 \xi) + C. \exp (K_2 \xi), \quad \text{(C-6a)}
\]
\[
\epsilon_2 = C_\ast' \exp (K_1 \xi) + C.' \exp (K_2 \xi), \quad \text{(C-6b)}
\]

where
\[
k_1 = \frac{-1 - R_{ud} \left( 1 - \frac{1}{\gamma M_1^2} \right) \pm \sqrt{\left[ 1 - R_{ud} \left( 1 - \frac{1}{\gamma M_1^2} \right) \right]^2 + 4R_{ud} \left( \gamma - 1 \right)}}{2}
\]
\[
k_2 = \frac{-1 + R_{ud} \left( 1 - \frac{1}{\gamma M_1^2} \right) \pm \sqrt{\left[ 1 + R_{ud} \left( 1 - \frac{1}{\gamma M_1^2} \right) \right]^2 - 4R_{ud} \left( \gamma - 1 \right)}}{2} \quad \text{(C-7)}
\]

and \(C_\ast, C., C_\ast', C.'\) are the constants of integration.
Since $k_+ < 0$, $k_- < 0$, apparently $e_1 \to 0$, $e_2 \to 0$ as $\xi \to \infty$, hence the critical point $(\delta u, \delta T) = (0, 0)$ is a stable node. In the phase space of $(\delta u, \delta T)$, all trajectories of $\delta \Pi(\delta u)$ near the critical point $(0, 0)$ will approach it as $\xi \to \infty$.

**Behavior of the System Near Critical Point B**

In the neighborhood of point $B$, substituting $\delta u = \delta u_d + e_1$ and $\delta T = \delta T_d + e_2$ into Equation (C-3) and linearizing by letting $e_1 \to 0$, $e_2 \to 0$, gives

\[
\frac{d e_1}{d \xi} = R_{\text{hid}} \left[ 2\delta u_d - 1 + \frac{1}{\gamma M_t^2} \right] e_1 + e_2, \tag{C-8a}
\]

\[
\frac{d e_2}{d \xi} = (\gamma - 1) \left[ \left( \delta u_d + \frac{1}{\gamma M_t^2} \right) e_1 - e_2 \right]. \tag{C-8b}
\]

Solution of Equations (C-8) gives

\[
e_1 = C_+ \exp (\omega_+ \xi) + C_- \exp (\omega_- \xi), \tag{C-9a}
\]

\[
e_2 = C_+ \exp (\omega_+ \xi) + C_- \exp (\omega_- \xi), \tag{C-9b}
\]

where

\[
\omega_\pm = \frac{F_0 \pm \sqrt{F_0^2 - 4R_{\text{hid}} \left( 1 - \frac{1}{\gamma M_t^2} \right)}}{2}, \tag{C-10}
\]

and

\[
F_0 = R_{\text{hid}} \left( 2\delta u_d - 1 + \frac{1}{\gamma M_t^2} \right) - 1. \tag{C-11}
\]

Since $\omega_+ > 0$, $\omega_- < 0$, the critical point $B$ is necessarily a saddle point near which the trajectories will approach it in a specific direction and move away from it in the other direction as $\xi \to -\infty$.

**Asymptotic Behavior of Trajectories**

Equations (C-3) can be transformed into
\[ \frac{d \delta T}{d \delta u} = \frac{1}{R_{U\Delta D}} \frac{(\gamma - 1) \delta u (\delta u/2 + 1/\gamma M_{\phi}^2) - \delta T}{\delta u (\delta u - 1 + 1/\gamma M_{\phi}^2) + \delta T}. \]  
(C-12)

The asymptotic slope of the trajectories approaching the critical points and the infinity is derived as follows:

For \((\delta u, \delta T) \to (0, 0)\), if \(d \delta T/d \delta u \to W_0\) and \(W_0\) is finite, then by taking the limit in Equation (C-12), we find

\[ W_0 = \frac{(\gamma - 1)/\gamma M_{\phi}^2 - W_0}{R_{U\Delta D}(W_0 - 1 + 1/\gamma M_{\phi}^2)}. \]

Since \(d \delta T/d \delta u > 0\), the asymptotic slope of the trajectories approaching \((0, 0)\) is

\[ W_0 = 1 + \frac{1}{\gamma M_{\phi}^2} + \frac{K_{\ast}}{R_{U\Delta D}}. \]  
(C-13)

For \((\delta u, \delta T) \to (\delta u_d, \delta T_d)\), we assume \(d \delta T/d \delta u \to W_d\) and get

\[ W_d = \frac{(\gamma - 1)(\delta u_d + 1/\gamma M_{\phi}^2) - W_d}{R_{U\Delta D}(W_d + 2\delta u_d - 1 + 1/\gamma M_{\phi}^2)}. \]

Thus near the saddle point \((\delta u_d, \delta T_d)\), the asymptotic slope of incoming trajectories is

\[ W_{d+} = 1 - 1/\gamma M_{\phi}^2 - 2\delta u_d + \omega_{\prime}/R_{U\Delta D} \]  
(C-14a)

while the asymptotic slope of outgoing trajectories is

\[ W_{d-} = 1 - 1/\gamma M_{\phi}^2 - 2\delta u_d + \omega_{\prime}/R_{U\Delta D} \]  
(C-14b)

For \(\delta u \to \infty\), the asymptotic slope of \(\delta T(\delta u)\) is

\[ d \delta T/d \delta u \to \omega = (\gamma - 1)/2R_{U\Delta D} \]  
(C-15)

The above results are sketched in Fig. 21.
Equilibrium Criterion (7-17)

Presented here is the derivation of criterion (7-17) by critical-point analysis. We start by normalizing Equation (7-12) into a 1-D autonomous system:

\[
\left[\gamma \eta - (\gamma + 1)u\right] \frac{du}{d\xi} = u \cdot R_c \left(\gamma - 1\right) \left[Q(T)/Q(T_1) - u\right]/u^2.
\]  

(C-16)

If \( u = u^* \) satisfies

\[
Q(T) - u \cdot Q(T_1) = 0,
\]

(C-17)

and the appropriate physical conditions are applied, then \( u = u^* \) represents the solution to the downstream equilibrium. The stability of this solution can be analyzed by examining the behavior of (C-17) near critical point \( u = u^* \) through critical-point analysis. The quantity \( Q(T) \) can be written as

\[
Q(T) = \frac{\dot{\gamma}}{\dot{\gamma}} \left( V_c^2/R \right)^2 u^a (\eta - u)^a = \frac{C \cdot u^a (\eta - u)^a}{C \cdot u^a (\eta - u)^a}.
\]

(C-18)

so that Equation (C-17) gives

\[
u u^a (\eta - u)^a = Q(T)/C \cdot u^a (\eta - u)^a.
\]

(C-19)

Substituting \( u = u^* + \varepsilon \) into Equation (C-16) and linearizing it by letting \( \varepsilon \to 0 \), we get

\[
\left[\gamma \eta - (\gamma + 1)u^*\right] \frac{d\varepsilon}{d\xi} = R_c \left(\frac{\gamma - 1}{u^*} \left(\frac{\alpha - 1}{\eta - u^*} - \frac{\eta - u^*}{\eta - u^*}\right)\right) \varepsilon.
\]

(C-20)

Therefore, when \( \varepsilon = 0 \),

\[
\varepsilon \to \exp \left\{ \frac{u \cdot R_c \left(\gamma - 1\right) \left(\frac{\alpha - 1}{u^*} \left(\frac{\alpha - 1}{\eta - u^*}\right)\right) \varepsilon}{u \cdot \left[\eta - (\gamma + 1)u^*\right]} \left[\frac{\alpha - 1}{u^*} - \frac{\eta - u^*}{\eta - u^*}\right] \varepsilon \right\}.
\]

(C-21)

The condition \( u \to u^* \) as \( \xi \to -\infty \) (in the downstream region) requires
\[
\frac{(a-1)/\ell^* - a/(\eta_g - \ell^*)}{\ell^* - a/(\eta_g - \ell^*)} > 0. \tag{C-22}
\]

i. e.,

\[
\alpha (\eta_g - \ell^*) - a \ell^* > \eta_g - \ell^*, \tag{C-23}
\]

which is equivalent to criterion (7-17), that is

\[
\alpha > (\eta_g - \ell^*)/(\eta_g - 2\ell^*).
\]
Appendix D

Some Notes on the Numerical Method

Runge-Kutta Formula

The numerical solutions in this thesis are computed by the standard Runge-Kutta algorithm. All the problems to be solved numerically are converted to initial-value problems of the first order differential equations, i.e.,

\[ y_i' = f_i \left( \xi, y_1, y_2, \ldots, y_n \right), \quad (D-1) \]

with initial conditions

\[ y_i \left( \xi = 0 \right) = y_{i0} \quad (i=1, 2, \ldots, n). \quad (D-2) \]

The numerical integration is then carried out by the fourth-order Runge-Kutta formula, described as follows:

\[ y_{i,m+1} = y_{i,m} + h \left( K_{i1} + 2K_{i2} + 2K_{i3} + K_{i4} \right)/6, \quad (D-3) \]

where

\[ K_{i1} = f_i \left( \xi_m, y_{1m}, \ldots, y_{nm} \right) \quad (D-4a) \]

\[ K_{i2} = f_i \left( \xi_m + h/2, y_{1m} + K_{i1} h/2, \ldots, y_{nm} + K_{i1} h/2 \right) \quad (D-4b) \]

\[ K_{i3} = f_i \left( \xi_m + h/2, y_{1m} + K_{i2} h/2, \ldots, y_{nm} + K_{i2} h/2 \right) \quad (D-4c) \]

\[ K_{i4} = f_i \left( \xi_m + h, y_{1m} + K_{i3} h, \ldots, y_{nm} + K_{i3} h \right) \quad (D-4d) \]

\[ i = 1, 2, \ldots, n \quad m=0, 1, 2, \]
here $y_{m}$ denotes the approximate value of the $i$th dependent variable $y_i$ at the $m$th node $\xi_m = mh$, where $h$ is stepsize of the numerical integration.

**Iteration Calculation**

The critical-point analysis indicates that the solutions satisfying the upstream and downstream equilibrium conditions correspond to two saddle points. The saddle point behavior makes it difficult to solve Equations (8-23) numerically because of the bad convergence properties. Near the saddle point any tiny numerical error drives the numerical result far away from the exact solution. This situation can only be avoided by starting the calculation from the saddle point itself. Therefore, the calculation is carried out in two steps. First, starting the integration from $T = T_1$ and $u = u_2$, two functions $Q_m(T)$ and $Q_m(u)$ are calculated by iterating to obtain the necessary inner boundary conditions. Then, $u(\xi)$ and $T(\xi)$ are calculated subsequently, by starting from the subshock.

Equations (8-23) are transformed into the following new form for a piecewise $\alpha$ with two components: For $\xi > 0$,

\[
\begin{align*}
y_1 &= 1, \\
y_2 &= \begin{cases} 
-1 + (\gamma - 1)u_c[y_i^2/y_i^{\delta} - 1] R_c/y_2, & y_i < y_i^c, \\
-1 + (\gamma - 1)u_c(y_i^{\delta/2} y_i^0 y_i^{-1/2} - 1) R_c/y_2, & y_i > y_i^c.
\end{cases}
\end{align*}
\]

where

\[
y_i = T,
\]

\[
y_2 = Q_m = \frac{dT}{d\xi},
\]

with the initial conditions

\[
y_1(0) = y_{10} = T_1, \quad y_1'(0) = 1, \quad y_2(0) = Q_{m1}, \quad y_2'(0) = (dQ_m/dT)|_1.
\]
where $y_2(0)$ is given by Equation (8-24b), and $y_{1c}$ corresponds to $T_c$. For $\xi < 0$,

$$y_1 = 1,$$

$$y_2 = \begin{cases} 
-\gamma y_0 + (\gamma + 1)y_1 + \int \frac{y_1 (\eta_0 - y_1)^2}{\eta_0 (\eta_0 - y_1)^2} - 1, & y_1 < y_{1c}, \\
-\gamma y_0 + (\gamma + 1)y_1 + \int \frac{T_c^2}{T^2} \left[ \frac{y_{1c} (\eta_0 - y_{1c})^{1/2}}{y_1 (\eta_0 - y_1)} \right] - 1, & y_1 > y_{1c}.
\end{cases} \text{ (D-6)}$$

where

$$y_1 = u,$$

$$y_2 = Q_m = (\eta_0 - 2y_1) dy_1/d\xi,$$

$$f = (\gamma - 1) R_L u_{c} (\eta_0 / y_1 - 2) / y_2,$$

with the initial conditions

$$y_1(0) = y_{10} = u_2, \quad y_1'(0) = 1,$$

$$y_2(0) = Q_{m2}, \quad y_2'(0) = (dQ_m/du)|_2.$$  

Picking $T_d^{(0)} > T_1$ as the starting point, the iteration runs as follows: First, integrate Equations (D-5) from $T_1$ to $T_d^{(0)}$ to get $R_{cu}^{(1)}$, the first estimate of $R_{cu}$. Next, integrate Equations (D-6) from $u_2$ to $u_d^{(0)}$, where $u_d^{(0)}$ is calculated from the equation of state $T_d = u_d (\eta_0 - u_d)$ to get $Q_{md}^{(1)}$, the first estimate of $Q_{md}$. Then $u_d^{(1)}$, the first estimate of $u_d = 1/X$, can be obtained by substituting $R_{cu}^{(1)}$ and $Q_{md}^{(1)}$ into Equation (8-24c) and solving it. Finally, $T_d^{(1)}$ can be solved from this equation. Accordingly, $T_d^{(2)} ... T_d^{(n)}$ are calculated by iterations until $|T_d^{(n)} - T_d^{(n+1)}| < \epsilon$ or $\nu > N$, where $\epsilon$ and $N$ are the predetermined error and iteration time, respectively.


