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unusual cases where food rapidly replenishes itself).
The exact nature of any gj(t) depends on the type of
patch, local search strategies, defensive behavior on
the part of the prey, and the like.

Within this scenario, it is useful to ask how, in
principle, animals can forage across different patches
in an efficient manner. One answer may be approached
most easily via some major simplifying assumptions.
Assume that, instead of discrete items, food comes in
a monotonically decreasing continuous flow from
variable-rate spigots, one per patch. This
idealization gives gj(t), the food rate, and related
functions particularly simple meanings. The overall
habitat wide food rate, g*, across N patches may then
be modelled as »
3y 265W)

Euj + N7¥F

J

Note that g* includes the zero rate obtained during
interpatch travel.

Charnov has shown (Krebs, Ryan, & Charnov, 1974;
Charnov, 1976) via calculus that this overall rate is
maximal if animals leave patch j at time uy such that
gj(uj) < g*, i.e., when the local food rate is less
than the optimal average habitat~wide rate. This
result has been labelled the "marginal value theorem"

due to its analog in classical economic theory.

Further research on the patch exploitation




problem (Oaten, 1977; Green, 1980; McNair, 1982;
McNamara, 1982) has employed somewhat more realistic
characterizations wherein food items are acknowledged
to be discrete, and encountered across time according
to some stochastic process. These situations are a
good deal more complex to model and solve than the
above simplification. Optimal solutions require
specification of the functional forms of intercapture
times, and similar details of patches, and make
extensive use of sequential statistical decision
theory.

The formal properties of such solutions will not
be detailed here. It is, however, important to note a
few general features of this work. McNamara (1982) has
shown that all stochastic solutions to patch
exploitation specify that animals should leave
alternatives at times such that the discrete
stochastic version of gj(t) is no greater than (and
often close to) the habitat-wide optimal average rate.
Thus, depending on how rate is characterized (Oaten,
1977), the marginal value theorem and related
simplifications may be useful approximations to these.
more thorough analyses in many circumstances. A well-
known exception, perhaps typical of some real
environments, holds when there are exactly zero or one

food items per patch (Oaten, 1977; McNamara, 1982).




A Rate Comparison Model

As models of foraging animals, optimal foraging
theories suffer from two deficiencies. Even the
discrete stochastic solutions to patch exploitation
involve simplifying assumptions (e.g., random within-
patch food encounters; c¢f., Oaten, 1977) that make
their application to real habitats tenuous. Indeed,
the diversity and complexity of real habitats make
even the formulation of realistic models to serve as
bases for optimization seem all but impossible (Zach &
Smith, 1981).

Moreover, optimal results in themselves rarely
provide much insight into the ways in which animals
might go about exploiting patches. It is indeed useful
to know that animals should optimally leave patches
when gj(t) < g*, However, this result does not explain
how animals could actually do this (Houston, 1983).

On the other hand, optimal results do perform a
valuable function in pointing out or clarifying the
general nature of the problems animals face, the
information available to animals, and the basic
classes of rules involved in foraging at all
efficiently. These are important features of any
account of behavior in such situations.

Stripped of optimality requirements, foraging
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analyses specify that patch exploitation relies on
three interdependent processes that appear to be
important components of efficient foraging. A general
"rate comparison” model encompassing these features
may be characterized as follows (Figure 1).

(1) Immediately upon entering an alternative j,
animals assign an a priori value, Aj=Vj(0), as an
estimate of the initial actual food rate, gj(OL

(2) Animals have some means of updating current
food rate estimates, Vj(tj), based on time spent in
the alternative and the time course of the food (if
any) encountered there.

(3) Animals compare Vj(tj) to some criterion
value, V., leaving the alternative when Vj(t) < Voo Vo
is based, at least in part, on the habitat-wide
average food rate.

Again, optimization results provide exact forms
for each of these components. However, the goal here
is to provide a framework for accounting for the ways
in which real animals come to be (perhaps not
optimally) efficient foragers. The resulting model is
evidently a variation of classic decision models
(e.g., Green & Swets, 1966; McNamara & Houston, 1980)
common in the analysis of a wide variety of behavioral
phenomena, including schedule performance (e.g.,
Gibbon, 1977). It is somewhat unusual as a decision

model in its explicit temporal nature, and its use of
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a criterion, V., that partially relies on the results
of the behavior it controls.

The model can also be seen as a version of
momentary equalizing. The first two features claim
that rate estimation includes initial estimates, Aj,
followed by a time-based means of integrating food
deliveries into Vj(t) estimates. The use of a single
criterion, V., rather than pairwise comparisons is one
natural means of extending equalizing to situations

possibly involving more than two alternatives.




Models of Rate Estimation

Time-Based Methods

One of the simplest methods of estimating local
food rates incorporates the notion that the longer it
has been since a food encounter, the lower the
apparent food rate. It is possible that animals use
estimates, Vj(t), based entirely on the time since the
last food delivery (or time since entry into the
alternative if no food is encountered). If
corresponding switching criteria, V., are based on
average rates, then Vj(t) falls below V., when the time
since the last food encounter exceeds the habitat-wide
average interfood time.

In this way, rate comparison could be performed
solely through decisions based on time estimates (cf.,
Gibbon, 1977). This time-based strategy is a temporal
analog of "lose~-shift" (or "win-stay") rules (Olton,
Handelmann, & Walker, 1981). Viewed differently, it
is a type of "positive recency effect" (Menlove, 1975;
Staddon, 1980) of food on behavior.

Foragers consistently using some manifestation of
this rule would enter alternatives and stay until the
time since food encounter (or entry) exceeded the
average interfood interval. Thus, on average, they

should stay 1longer in denser alternatives, where
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interfood intervals are often short, but also display
constant giving-up times (GUTs), i.e., times between
food (or entry) and switching, across all alternatives
(Krebs, et al, 1974).

Two kinds of predictions from such models have
been tested empirically in semi-naturalistic
experiments. Since Vo varies with habitat-wide food
density, average giving-up times should be close to
average interfood times, and thus shorter in generally
dense, and longer in generally sparse habitats.
Several experimental results support this prediction
(e.g., Krebs, et al, 1974; see Pyke, et al, 1977;
Krebs, 1978; Cowie & Krebs, 1980; and Krebs, Houston,
& Charnov, 1981 for reviews). Second, since average
food rates also fall when travel time is longer, this
should be reflected in V., resulting in longer average
GUTs with longer travel requirements. This too has
found some support in experiments with real foragers
(Cowie, 1977).

However, these studies have not really addressed
just how animals estimate food rates. Observed trends
in average giving-up times are compatible with a large
number of rate comparison strategies, not just this
simple time-based method. Individual giving-up times
have not been subject to the detailed analysis

required in order to differentiate various strategies.
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Averaging Methods

More complex rate estimation rules have been
proposed that are consistent with current empirical
findings. Killeen (1981), Staddon (1980), and Harley
(1981) have suggested that animals use exponentially
weighted moving averages of food deliveries across
time, i.e., a linear operator estimation rule. This
idea has several attractive properties, both as a rate
estimator and as a plausible psychological mechanism.

Linear operator rules take the form

V)= BXE) + (1 -m)ViE-1),

where time, t, is now taken as a discrete variable of
arbitrary unit length, for convenience. X(t) is a
function taking high values in the presence of food
and low values otherwise. 3 (0<3<1l) is a "memory"
parameter, controlling the relative importance of new
versus old information. Under this rule, every food
encounter increments the current rate estimate, and
every unit of time passed without a food encounter
decrements the estimate.

This model is actually just a relabelling of
classic linear learning theory (Bush & Mosteller,
1955, Rescorla & Wagner, 1972). This may be seen by

the algebraic manipulation,
A\/J- )= /3 (X (t) -\/J‘ (t)).

Note that Vj(t) does not refer, however, to
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"conditioning", but to an animal's estimate of food
rates, which, when compared to a criterion, controls
switching from one alternative to another.

As a rate estimation technique, this rule appears
to fare well. Explicitly including the a priori
estimate, and solving (Killeen, 1981), the rule

becomes
+
Vi () = BU~BYA; + Z BU-BYX(x-5),

which produces estimation functions 1like that in
Figure 1. Animals using this estimator would display
giving-up times with about the same average
characteristics as found with the simple time-based
scheme. The main behavioral difference between the two
is that, since closely spaced food encounters are
integrated into higher local rate estimates, giving-up
times after several consecutive food encounters should
be longer than those after just a single food
encounter.

Pulliam (1983) has investigated some properties
of this estimator as part of a decision strategy in
simulated environments. He found this strategy to be
robustly efficient, in that it results in nearly
optimal yields across a variety of situations.

Several decision strategies involving some form
of linear operator rule may also be compatible with
molar matching in concurrent schedules, as shown by

Staddon (1980) and Pulliam (1983; see also Vaughan,
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1982 and below). Because of this, the rule also
potentially satisfies the molar requirements of
equalizing theories.

Thus, while the linear operator rule is only one
of the many possible heuristics that animals could
employ to solve time allocation problems, it posesses
features not found in many other candidate models:
psychological simplicity, similarity to other well-
studied psychological theories, adequacy as part of an
estimation and decision strategy, and potential
compatibility with molar schedule performance data.

As noted above, there are currently no data
concerning the relative empirical adequacy of any
particular estimation and decision strategy. While
specific models are difficult to test, differences
among classes of models have more straightforward
empirical consequences. It is possible to distinguish
models claiming that giving-up times are based solely
on time estimates from those based on rate averaging
methods by analyzing how giving-up times vary with
local patterns of food encounters during stays. Rate
estimates under linear operator and similar rules lead
to longer giving-up times after food encounters than
after entry. This distinction forms part of the focus

of the present experiment.




Patches and Concurrent Schedules

Even though the rate comparison model is phrased\
in a form applicable to both foraging and schedule
performance, the two situations appear different
enough to warrant closer inspection. There are three
classes of differences that may cause problems for any
general theory of how animals switch among

alternatives.

Iravel

Travel time between patches is superficially
similar to the change-over delay (COD) in concurrent
schedules. However, CODs are nearly always unsignalled
and of experimenter-enforced duration, unlike travel.
Methodologically, CODs are usually treated as integral
parts of measured total times spent on alternatives,
whereas analyses of foraging usually treat them as
separate. Baum (1982) has discussed the significance
of these and other differences. He has further shown
in an experiment introducing true physical travel
between alternatives in conc VI VI schedules that
average stay times increased with increasing travel
times, in agreement with results from behavioral

ecology.
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Schedule Functions

Most work in foraging assumes that food rate
functions, gj(t), reflect depletion, i.e., decrease
eventually to zero. Indeed, this is why rate
comparison processes produce good results in most
situations. Concurrent VI VI schedules do not share
this depletion property. This may be seen by
considering the momentary reinforcement probabilty
functions (Houston & McNamara, 1981l) on constant

probability conc VI VI,
- >\ (\»(1-1' ,}’\)

\_e ‘t‘:o
Plfm>:: ’ !

A , Ty >0,
(Similarly for p,(t,)), where Xjare the instantaneous
probabilities of food delivery (i.e., the recipricols
of the mean programmed interfood intervals) on the two
schedules, and tj are times since the end of the COD.
This function displays a "spike" of high food
probability on entry to the alternative (i.e., after
the COD), followed by a lower constant probability
throughout the remainder of the stay (Dreyfus, Dorman,
Fetterman, & Stubbs, 1982). Thus, while the kinds of
rate comparison processes involved in foraging may be
fairly efficient in conc VI VI, they cannot be seen as
approximations to optimal strategies (Houston &

McNamara), as they could be above, and cannot be

relied on to consistently produce near-—optimal yields.
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Interestingly, a common variation of conc VI VI,
"interdependent” conc VI VI (Shimp, 1966; Stubbs &
Pliskoff, 1969) does possess the depletion property.
This procedure results in behavior essentially
identical (at the molar 1level) to that from
conventional conc VI VI (Baum, 1979). Ignoring COD
times (which obscure this property), the corresponding
probability functions are

=AUy
|- e , L.=0,

Rt = ~Aa T
Xe , T, > 0.

Here, after the initial spike, food probability
drops exponentially with time spent on the
alternative. This fact does not imply that rate
comparison strategies are optimal here either
(Staddon, Hinson, & Kram, 1981), but does show one way
in which schedule functions can display some patch-

like properties.

External Cues

Concurrent schedules provide much more potential
information to subjects about prevailing food
densities than is probably available to most foraging
animals. This is done in several ways. Since there are
usually only two schedules associated with the
concurrent alternatives, subjects must strictly

alternate between two schedule types of increasing
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familiarity. These two alternatives are always
signalled via visual and/or positional cues, so
subjects have continuous information on the nature of
the current and alternative schedule types. Thus
subjects 1in concurrent schedules have access to
information relevant to rate estimation that may not
be available to animals foraging across many
unfamiliar patches of unsignalled quality.

There has been, however, one study of concurrent
performance that minimized the presence of external
cues, thereby limiting the extent to which subjects
could rely on such information. Since this experiment
more closely follows this aspect of foraging theory,
it merits closer inspection in terms of the rate
comparison model.

Bourland and Miller (1981) employed a change-over
key conc VI VI procedure in which no key lights or
other stimuli ever indicated which of two concurrent
schedules were in effect. This sort of experiment can
be modelled fairly easily. Assume a simplified time-
based giving-up model in which all stays use the same

giving-up time criterion, t from either entry or the

CI
last food presentation. While overly simplistic, this

model can be explicitly stated with only one free

parameter, t in order to demonstrate the present

CI

point. McNair (1982) shows (in a different situation

having the same formal characteristics) that the




22

expected average stay time on alternative j under this

model for the Bourland and Miller paradigm is

% <€>‘Jtc~ D |

where >ﬁ is the VI schedule parameter.

Under this and other pure rate comparison models,
stay times in intervals with no food are of identical
lengths on the two alternatives. The model leads to
greater average stays in denser alternatives simply by
virtue of their inclusion of more frequent food
deliveries. Average stay durations under the model are
thus heavily dependent on absolute food rates.

Computer simulations show that for plausible
values of ¢t and typical schedule ratios,
undermatching essentially always results, but to
different degrees depending on the absolute schedule
values. Sensitivity exponents of about 0.25 result
from sets of fairly dense schedules (e.g., VI 60 VI
30), while exponents of about 0.05 result from sparse
ones (e.g., VI 480 VI 240). Bourland and Miller
investigated performance on schedules in these two
ranges and found exponents of about 0.40 for dense,
and 0.10 for sparse sets of conditions. A better rate
comparison model would probably mirror their results
more accurately. For example, linear operator rules

result in longer GUTs (and therefore stays) in

intervals containing food, leading to more extreme
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stay ratios.

This demonstration shows that behavior in some
concurrent schedules may be higly consistent with
predictions from simple foraging models. More
important, it shows that models ignoring the
signalling properties of conventional concurrent
schedules tend to predict greater undermatching than
is commonly found. This issue is further explored in

the present experiment.




Overview of the Experiment

This experiment investigates performance on
concurrent schedules in terms of features relevant to
the proposed rate comparison model. The experiment
involves many conditions, grouped in ways allowing
answers to specific questions surrounding the general
issue of whether pigeons use rate comparison processes
in concurrent schedules.

The experiment employs two slightly unusual
features.

Continuous responses. The chief dependent measure
is the amount of time pigeons stand on panels
associated with schedules programmed in a two-
alternative concurrent paradigm, as in Baum and
Rachlin (1969). A simple check was also performed
comparing these results to those where discrete
keypecks are required.

Explicit travel. Panels were physically separated
by a small partition, requiring the pigeons to walk
from one alternative to the other, without any extra
imposed change-over delay, as in Baum (1982).

The experimental conditions may be classified
into three groups. Four conditions employed conc VI VI
schedules in which each alternative presents the same

schedule type (i.e., equal schedules, like VI 60 VI

24
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60). Using equal schedules helps minimize the effects
of external cues, since stimuli associated with both
alternatives signal the same schedule type. A standard
series of conditions were also run using pairs of VI
schedules with different food (reinforcement) rate
ratios. Additionally, two conditions involving
synthetic VI-like schedules, one with a constant food
rate function, and the other offering occasional
clusters of food presentations, wege used for
comparison with the results from the equal VI
conditions.

The data from these conditions were analyzed in
ways that provide at least partial evidence for
several points concerning rate comparison processes:
(1) whether indivdual stay times and giving-up times
on alternatives display the reqularity demanded by
rate comparison models; (2) whether giving-up times in
concurrent schedules vary with average food density;
(3) whether there is any evidence for time-based
versus rate averaging models of rate estimation and
comparison rules; (4) whether the differences between
patches and concurrent schedules affect rate
comparison processes; (5) whether these molecular
phenomena shed light on molar aspects of concurrent

performance.




CHAPTER II

THE EXPERIMENT

Subjects

Four pigeons, P487, P489, P490, and P355 served.
All had previously served in experiments employing
schedules of reinforcement. Subjects were run six or
seven sessions per week at 80-100% of their free-

feeding weight.

Apparatus

The experimental chamber, measuring 44 cm wide
along the front wall by 38 cm deep by 36 ¢cm high, was
separated in half by a 36 cm high transluscent plastic
partition extending from the front wall 21 ¢m into the
chamber. On each side of the partition was a pressure
sensitive panel which activated when pigeons came
within about 12 cm of the front wall.

To prevent improper recording, "debouncing"
circuitry was employed such that a panel did not
activate until a pigeon stood continuously on the
panel for at least 0.3 sec, and remained activated

until the pigeon was continuously off the panel for at
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least 0.3 sec. Activation of a panel caused the
corresponding standard response key light, mounted on
the front wall on that side of the chamber, to
illuminate. One food magazine could provide 2.5-sec
mixed grain presentations. It was accessible from
either side of the chamber through a small hole in the
partition. Constant probability VI and other schedules
were arranged by a computer.

Stay times were defined as starting from the
moment of recorded panel activation on one side, and
lasting until the moment of recorded activation on the
other side. Measured stay times thus included travel
times, the times it took for the pigeons to move from
one side of the chamber to the other. Travel times
were occasionally recorded by hand, and were found to
range from about 0.8 to 1.8 sec. Stay times did not
include food delivery times. All times, truncated to
the nearest 0.125 sec, were recorded and analyzed on a

computer.

Procedure

Most conditions in this experiment employed
constant probability independent concurrent VI VI
schedules. (All conditions, and their orders are
listed in Table I.) These were preceded by exposure to
12 sessions of conc VI 30 VI 30 schedules. (All

schedule values are indicated in seconds.) Each conc
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VI VI condition was run for six or seven sessions,
without reference to any stability criteria. Three
other conditions were run:

Discrete conc VI VI, Immediately following the
conc VI VI conditions, twelve sessions of conc VI 30
VI 30 were run in which keypecks to standard response
keys were required for food delivery.

Clustered. Six months prior to the above
conditions, a synthetic concurrent schedule was run
for sixteen sessions with P487, P489, and P490. This
condition involved two "clustered" schedules.
Identical schedules were in force on each side of the
chamber. In each, a baseline extinction schedule was
irreqularly interrupted (on a VI 100 sec schedule) by
an unsignalled dense component of irregular duration
(on a VI 20 sec schedule). This dense component
delivered food on a VI 10 sec schedule. The effect of
this schedule was to provide a situation in which
clusters of food deliveries occasionally appeared.

c¢onc VT VI, Following the clustered schedule,
P487, P489, and P490 were exposed to eighteen sessions
of a concurrent VT 30 VT 30 schedule. This schedule
differed from conc VI VI only in that food deliveries
were never "held" while subjects were away from an
alternative. Thus each schedule presented food on

average every 30 sec when the subject was present.




Molar Results

Figure 2 displays the ratios of average times
versus the ratios of obtained food rates for all conc
VI VI conditions. The group least-squares double-
logarithmic slope (i.e., sensitivity exponent) was
0.45. Individual fits are listed in Table II and
individual average stay times comprising time ratios
are in Table III. (Due to an apparatus problem, data
are not available for P489 in the VI 30 VI 240
condition.)

While these exponents appear lower than usual,
they are actually quite consistent with those reported
by Baum and Rachlin (1969) in a very similar
experiment. They found exponents averaging 1.02 only
when COD times were subtracted from total times spent
on alternatives in forming time ratios. When these COD
times are included, the exponents fall, averaging 0.47
(Myers & Myers, 1977). Since the analogous travel
times in the present experiment were not directly
recorded (see below), no such adjustment was made
here. (However, it may be noted that assuming travel
times of one and two seconds result in average
exponents of 0.62 and 0.77, respectively.)

Baum and Rachlin's (1969) and the present

experiment share another feature that may help to
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explain the resulting undermatching. Both used
relatively short condition lengths (six or seven
sessions), and did not employ stability criteria.
Results discussed below (Figure 17) show that at least
some measures comprising times stayed on alternatives
failed to show stability within conditions (cf.,

McSweeney, Melville, Buck, & Whipple, 1983).




Stay Times

The vast amount of individual stay time data
obtained in this experiment necessitates presentation
of only a fraction of these raw results. Most
individual data are presented only for one subject,
P490, for consistency.

Figure 3 displays sample records of stay-by-stay
behavior for P490 for each of the four equal VI
conditions. Vertical lines are proportional to stay
times. Downward lines represent stays on the left side
of the chamber and upward lines represent stays on the
right. Thus sequences of stays are depicted as lines
alternating up and down. Dark circles represent 2.5-
sec food deliveries. All sample records are from one
of the last three sessions of conditions, and include
between 15% and 40% of total session lengths. Records
showing relatively numerous food deliveries were
selected for presentation. Otherwise, they are
typical. Figure 4 displays sample records for P487,
P489, and P355 for the equal VI 30, VI 60, and VI 120
conditions, respectively. Figure 5 displays sample
stay time records for P490 in all unequal VI
conditions.

Figure 6 displays sample daily stay time

histograms for P490 in the equal VI conditions. The
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conventional (right-side-up) histograms show stays on
the right and the upside-down histograms show stays on
the left.

Subjects showed a few individual differences
(Figures 3-4). They displayed different amounts of
"bias", i.e., greater stay durations on one side of
the chamber than the other, even when both provided
equal food rates (cf., Table II). Stays also differed
across subjects in degrees of overall variablity
within sessions. Additionally, subjects differed in
the "dynamic ranges" of stays, 1i.e., variablilty
across conditions. Nevertheless, all demonstrated the
same general trends.

One notable feature of the raw data is that stay
times are less variable than one might expect on the
basis of previous studies of switching in concurrent
schedules. Heyman (1979), using discrete response
interdependent conc VI VI schedules, measured the
number of keypecks pigeons made on alternatives
between entry and a switch. He found that the
resulting distributions of pecks-before-switches
provided acceptable evidence that switching obeys a
simple constant probability random process, and did
not find the regularity apparent in the present data.
However, Heyman measured responses, not times. His
findings may not be in contradiction to the present

results, for several reasons.




