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ABSTRACT

ASSESSING AND IMPROVING THE RELIABILITY AND SECURITY OF CIRCUITS AFFECTED BY NATURAL AND INTENTIONAL FAULTS

by

Hoda Pahlevanzadeh

University of New Hampshire, September, 2016

The reliability and security vulnerability of modern electronic systems have emerged as concerns due to the increasing natural and intentional interferences. Radiation of high-energy charged particles generated from space environment or packaging materials on the substrate of integrated circuits results in natural faults. As the technology scales down, factors such as critical charge, voltage supply, and frequency change tremendously that increase the sensitivity of integrated circuits to natural faults even for systems operating at sea level. An attacker is able to simulate the impact of natural faults and compromise the circuit or cause denial of service. Therefore, instead of utilizing different approaches to counteract the effect of natural and intentional faults, a unified countermeasure is introduced. The unified countermeasure thwarts the impact of both reliability and security threats without paying the price of more area overhead, power consumption, and required time.

This thesis first proposes a systematic analysis method to assess the probability of natural faults propagating the circuit and eventually being latched. The second part of this work focuses on the methods to thwart the impact of intentional faults in cryptosystems. We exploit a power-based side-channel analysis method to analyze the effect of the existing fault detection methods for
natural faults on fault attack. Countermeasures for different security threats on cryptosystems are investigated separately. Furthermore, a new micro-architecture is proposed to thwart the combination of fault attacks and side-channel attacks, reducing the fault bypass rate and slowing down the key retrieval speed. The third contribution of this thesis is a unified countermeasure to thwart the impact of both natural faults and attacks. The unified countermeasure utilizes dynamically alternated multiple generator polynomials for the cyclic redundancy check (CRC) codec to resist the reverse engineering attack.
Chapter 1. Introduction

1.1. Challenges of Natural Faults’ Impact

As the technology is emerging and integrated circuits are getting more complicated the circuit reliability is affected tremendously. The importance of the reliability factor of integrated circuits is increasing as our daily lives are more dependent on electronic devices. Circuit reliability is a statistical concept that determines the period of time that the circuit can perform successfully under a certain condition. Therefore, the reliability factor needs to be determined during the IC design before the circuit is finalized and ready for manufacturing. After evaluating the circuit reliability hardening techniques will be applied to protect the circuit against the addressed failures. The circuit reliability can be affected by a combination of various and simultaneous failure mechanisms like electromigration failure, Oxide failure, radiation effects, and etc. Evaluating the sensitivity of an IC to failures in an early phase of the design cycle is mandatory to determine if the circuit must be protected. Various protection techniques also need to be assessed and the most suitable and efficient one will be chosen. To avoid extra design and fabrication cycles in the protection circuit the reliability evaluation needs to be as accurate as possible. Over or under estimation of circuit reliability will result in extra or lack of sufficient protection circuitry. Therefore, addressing the challenges of natural faults is inevitable to avoid unnecessary tradeoffs that affect the efficiency of ICs.

As it was mentioned above, various types of natural fault can cause an error that potentially result in a system failure. In this work we are going to consider radiation as the fault. The radiation effect is due to high-energy particles hitting on the substrate of integrated circuits and can cause transient error(s) that is random and unpredictable. The assessment of circuit reliability gets complicated due to the transient error characteristics; randomness and unpredictability. Therefore,
in order to have an accurate estimation of the circuit reliability random simulation is required. However, considering all the possible cases of random simulation is time consuming and will result in loss of market opportunities. Thus, in this proposal we are providing a time efficient systematic approach to evaluate soft error rate (SER) which is one of the significant factors in circuit reliability and needs to be assessed accurately and fast.

1.1.1. Soft Errors from Space to Ground

High energy particles striking on the substrate of integrated circuits may cause unexpected and random faults known as soft errors. In 1975, Binder et al. [1] published the first report of soft errors in the space applications. In this paper the failure was related to the extra charges that were generated by Neutrons generated by cosmic radiation interacting with the earth’s atmosphere. In addition the generated Neutrons ionized the IC substrate and created electron-hole pairs. The extra charges resulted in charging the base-emitter capacitance of critical transistors to the threshold voltage and caused the flip flops to store incorrect values. Since the number of soft errors were very small the failure mechanism was not considered a significant problem in the space level applications. Soft errors were not considered in the ground level applications at all since heavy ion rays, such as the 100-MeV iron particles, are not capable of crossing the earth’s atmosphere [2].

On the ground level especially in the lower altitudes the number of high-energy particles is low but there is still a chance of random errors. 1978, May and Woods of Intel [3] discussed about soft errors at the ground level applications. They determined that soft errors were caused by Alpha particles emitted in the radioactive decay of Uranium and Thorium impurities just in few parts per million levels in packaging materials. Therefore, assessing the reliability of circuits at both ground and space applications is required to protect and increase the efficiency of integrated circuits.
1.1.2. Impact of Altitude on SER

O’Gorman [4] provided SER as a function of altitude and cosmic ray components in the energy range from 10 to 170 MeV at sea level (Durham, NH), Boulder CO, and Leadville CO and is plotted in Fig. 1.1. The data show that soft error rate has a linear relation with Neutron flux. At higher altitudes the amount of Neutron flux increases due to the fact that the flux of energetic neutrons generated in the atmosphere by cosmic rays increases with altitude. Therefore, in higher altitudes the chances of electronic devices being struck by high energy particles are higher. In 2008, Quantas Airbus A330-303 dropped over 400 feet twice and seriously injured a flight attendant and 11 passengers due to soft errors in an onboard computer. Although at sea level the flux of Neutrons is not significant but still cosmic rays have an impact on the soft error rate and can affect more sensitive circuits. In addition, as the existence of soft errors especially at space

Fig. 1. 1 The cosmic ray component of the SER as a function of altitude (a) Durham NH (Sea level), (b) Boulder CO (1.6 km), (c) Leadville CO (3.1 km).
level applications is more due to the higher energy level of the charged particles, circuit protections are required that needs certain knowledge such as the amount of reliability estimation and circuit susceptibility.

1.1.3. Impact of Technology Scaling on SER

Sensitivity to soft errors caused by particle strikes are expected to increase as technology scales down [5]. Integrated circuits in smaller technology size require lower operating voltage for functionality. Thus, the critical charge shrinks and the noise margin gets narrower. As the critical charge reduces the circuit is more vulnerable to the impact of particle strike because the parasitic capacitances require less charge to be fully charged and change the status of the circuit. Narrower noise margin also means higher sensitivity to any extra charges in the circuit and results in false outcome. Another factor that is affected by technology size is the functionality speed. The speed of the circuit increases as the critical charge reduces so that charging/discharging happens significantly faster. The higher the functionality speed the more chances for faults being captured by the registers. On the other hand a soft error that has occurred in the combinational logic can be easily captured by the memory elements as the frequency of the circuit increases. Cohen et al. published a prediction of the SER trend in 1999 [7] and is illustrated in Fig. 1.2. This trend was found experimentally based on inducing alpha particles in SRAM and dynamic logic arrays. The SER trend shows as the technology size changes over time the SER increases significantly

As the technology size shrinks down the ICs get denser and more complex that increases the possibility of a particle striking the sensitive areas of the circuit and results in more soft errors.
This fact can be observed from Fig. 1.3 [6] and indicates the importance of assessing the circuit reliability at the design stage in order to improve the functionality.
1.1.4. Increasing the Importance of Soft Errors in Combinational Logic

According to Shivakumar et al. [8] the sensitivity of combinational circuits to SER is significantly increasing as the technology size shrinks down comparing to sequential circuits. This paper compared the SER of multiple combinational and sequential circuits and plots the results in Fig. 1.4. The most significant reason that can explain this fact is related to the masking effect that can happen in combinational circuits. Soft errors may or may not cause denial of service due to the impact of error masking.

There are three types of masking effect; logical masking, electrical masking, and latch window masking. Due to the existence of various types of gates in the combinational logic an error can be masked when reaches one of the inputs of a gate with a dominant value on the other input. Let’s consider an AND gate as an example, suppose one of the inputs of the AND gate is 0 so no matter what is on the other input the outcome is always 0. In addition, when an error propagates through the combinational logic and reaches the mentioned AND gate it will be masked due to the logical masking effect. XOR does not result in logical masking due to its characteristic. Therefore, circuits

![Figure 1.4 SER of individual circuits](image-url)
that contain only XOR gates will be more vulnerable to errors since there is no logical masking
effect to reduce the number of faults reaching the output. Another masking effect that increases
the sensitivity of combinational logic to SER is electrical masking. Electrical masking has a very
close relation with noise margin. As the technology scales down the noise margin becomes
narrower and results in more sensitivity to extra charges and increases the SER. Latch window
masking effect decreases as the frequency of the circuit gets higher. This is because higher
frequency results in faster sampling by the memory elements so there is a higher chance that the
propagated error gets caught by the registers. In addition, the decrease in the electrical and latch
window masking effect, will let the error propagate easier through the circuit. As a result, more
propagated errors will be latched in the memory elements and cause an increase in SER. As the
SER value is getting more sensitive to the number of soft errors occurring in the combinational
logic known as single event transient (SET) in this proposal we have estimated the SER affected
only by SETs.

1.2. Challenges of Intentional Faults’ Impact

1.2.1. Cryptosystems Security Threat

The widespread use of cryptographic algorithms in critical applications such as military,
government, and banking systems have made the cryptosystems more significant these days.
Recovering the secret key through brute-force guessing is time consuming due to the high
computation complexity of ciphers. Advanced security attacks such as side-channel analysis attack
(SCA) and fault attack (FA) are able to make the cryptosystem fail and retrieve the secret
information.
1.2.1.1. Fault Analysis Attack

Fault attack either analyzes the security level of the cryptographic algorithm or reveals the secret information by injecting a fault and analyzing the system response. In a fault attack procedure the fault is usually injected to produce a faulty intermediate state and reveal the secret information. For instance, Fig. 1.5 illustrates a portion of an encryption algorithm that has been attacked by FA. Let’s assume the injected fault changes one of the intermediate ciphertext bits to be stuck at logical 1. The intermediate ciphertext and the key are unknown to the attacker but the output is available. Therefore, by simply using the XOR operation the key will be revealed. $Y' = C'(\text{stuck at 1}) \oplus K$, the affected ciphertext and output are shown as $Y'$ and $C'$, respectively.

![Fault attack on the intermediate ciphertext of a cryptographic algorithm.](image)

Since the ciphertext is stuck at logical 1, the output will reflect the value of the key.

1.2.1.2. Side-Channel Analysis Attack

In a classic cryptosystem using a block cipher, the side-channel analysis attack is typically performed on the primary inputs and outputs as potential sources of secret information. Therefore, the plaintext, the key, and the ciphertext have to be protected against side channel attacks. Figure 1.6 shows the general structure of a cryptosystem and the side channels.

The secondary outputs mentioned in Fig.1.6 such as power consumption, time variation, electromagnetic radiation, and thermal radiation may leak information and result in a successful
attack [15]. The attacker can steal the secret key by side channel attack when the side channel information is correlated to the secret key. Side channel attacks use physical implementations to leak information from the cryptosystem. For instance, the state of a bit in the key might be dependent on the execution time of the cryptographic algorithm. Thus, the difference in time can be measured and a timing attack is performed.

1.2.1.2.1. Power Analysis Attacks

Power analysis attack is one of the most powerful and common types of side-channel attack. This type of attack uses the instantaneous power consumption by a component in the target cryptosystem and correlates it with one of the intermediate states of the cryptographic implementation.

As the different modules in the cryptosystem consume different amount of power, it is possible to learn what operation is occurring if one study the power traces carefully. For example, Fig. 1.7 shows the instantaneous power consumption of a cryptographic device as it performs the Advanced Encryption Standard (AES) algorithm [23]. The AES algorithm contains 10 rounds that is clearly noticeable from the repeating patterns in Fig. 1.7. Although the details of individual data bits being manipulated in the cipher cannot be visually determined, the power traces can be potentially used to arrange a more powerful attack.
The differences in the instantaneous power consumption can also be related to the bit values that are being manipulated. Standaert [24] showed that the hardware consumes power when a transition takes place in any bit, but on a much lower scale than the algorithm level that makes the detection more difficult. In order to retrieve the secret information by analyzing the power traces, statistical techniques are required to correlate the power consumption to the target key. Fig. 1.8 illustrates the voltage variations due to bit transitions. Since the current is considered to be fixed the power consumption is directly related to the voltage. As more data bit values are transitioning from logic 0 to logic 1 or vice versa, more power is consumed [25]. As it was mentioned side-channel analysis attack studies the side channel signals of the cryptographic hardware, such as power, delay, and temperature to guess the secret key. Simple power analysis (SPA) [15], differential power analysis (DPA) [15], and correlation power analysis (CPA) [14] are types of SCA. CPA requires less number of traces for recovering the key than SPA and DPA, therefore it is the most commonly used power analysis method lately. Power analysis attacks such as DPA and CPA are non-invasive and can be mounted without knowing the design of the target device [24].
In addition, these attacks cannot generally be detected by a device, since the adversary’s monitoring is normally passive.

1.2.1.3. Combined Attack

Another type of security attack is the combined attack where the adversary takes advantage of both SCA and FA to create a more powerful attack in cryptosystems [10]. After injecting a fault in the cryptographic algorithm by means of white light, laser beam, voltage/clock glitch, and temperature control [13], statistical analysis can be performed on the correct and faulty outputs to retrieve the key. This statistical analysis is known as differential fault analysis (DFA) and represents a type of combined attack. Figure 1.9 illustrates a fault injection equipment that uses laser to generate fault in the circuit. Another purpose of fault analysis is to assess the vulnerability of the circuit to attacks and leads the designer to come up with the most optimized protection method for improving the circuit reliability and security.

The main principle of side channel analysis attack is to exploit a physical leakage from the target cryptosystem in order to recover the secret information. Fault attack is another kind of

Fig. 1. 8 Variations in voltage due to bit transitions [25].
physical attack that first injects a fault then evaluates the faulty behavior of a cryptosystem in order to extract secret information. Many countermeasures have been used in different cryptosystems to thwart physical attacks. The principle of combined attacks is to attack cryptosystems which are protected against both side-channel attacks and fault attacks. The most common countermeasure for protecting block cipher implementations (e.g. AES) against side channel analysis attack is the masking technique. Random values are used in the masking approach to hide intermediate ciphertexts. One of the countermeasures that is used for protecting block ciphers against FA is DMR that utilizes the duplication of the cipher for determining any possible fault attack. Another countermeasure against FA is using the inverse operation of the cryptographic algorithm. One of the contributions of this work is to investigate the impact of FA countermeasures on the success rate of one of the side-channel attack types.

1.2.2. Similarity of Intentional Faults to Natural Faults

As it was mentioned in section 1.1, transient errors caused by high energy particle striking the substrate of ICs are a threat to circuit reliability. Soft errors are categorized as natural faults that
are injected in the circuit unintentionally. The energy of charged particles generated by cosmic rays at the ground level is very low due to the earth’s atmosphere. However, soft errors exist in lower altitudes mainly due to radioactive particles produced by impurities in packaging materials (e.g. alpha particles) that cause faults in chips and result in corruption in the functionality of the circuit.

Intentional radiation of white light, laser, X-rays, and ion beams [13] on specifically cryptosystems can be used as an attack by adversary in order to break the cryptographic algorithm and reveal the secret key. Intentional radiation can lead into denial of service but in most of the cases it follows a more significant outcome that is beyond corrupting the system. Intentional faults are inspired by natural faults but with a slightly different purpose. These types of fault are controlled by the attacker respect to time and location to execute secret key and compromise the cryptosystem. Thus, crypto circuits need to be protected against both natural and intentional faults.

1.3. Unified Reliability and Security countermeasure

Providing data reliability and security in on-chip communication systems is essential especially in protecting IP cores from unlicensed usage. Therefore, security and reliability are accomplished through cryptographic algorithms and error control coding (ECC), respectively [102]. According to Fig.1.10 although protection techniques have been added to the transmission channel but the system still suffers from reverse engineering in the ECC.

Reverse engineering attack targets the intellectual property or illegal access with the purpose of duplication or extracting the beneficial information and makes it a serious threat [103]. Therefore, it is required to extend the protection for the security of systems against reverse engineering. This can be done by increasing the cost of reverse engineering in terms of time [104]. Obfuscation [105] is a common protection approach that is used to counteract reverse engineering.
1.4. Organization of the Thesis

There are so many works that have been done in this area but there are still gaps that need to be addressed. This thesis fills some of the gaps in space and ground level applications facing reliability and security issues. The preliminary concept and basic knowledge of this thesis will be discussed in Chapter 2.

Then, the reliability of circuits affected by soft errors is investigated in Chapter 3. This can be partly achieved by assessing the error latching probability which is one of the crucial factors in evaluating the circuit reliability of the circuit under test. Chapter 3 proposes a systematic analysis for latching probability of single-event transients with pulse widths equal or less than one period of the clock.

As single-event transients are expected to occur more often and remain longer in the smaller technology nodes, it is imperative to precisely estimate soft error rate in ICs. This means SETs can be longer and remain up to multiple clock cycles. The latching probability of SETs with multiple clock cycle pulse widths is proposed in Chapter 4.

Chapter 5 will look into the success rate of correlation power analysis attack on Advanced Encryption Standard that is protected by fault detection mechanisms. This chapter will talk about...
the necessity of analyzing the impact of adding more FT methods on different modules on the AES implementation.

In order to overcome the negative impact of FD mechanism on the key retrieval speed in AES algorithm we will propose an optimal design in Chapter 6 to thwart the combined attack, reduce the fault bypass rate and decrease the key retrieval speed. The proposed countermeasure is based on dynamic masking and error deflection to thwart the combined CPA and FA attacks.

A unified countermeasure is introduced in Chapter 7 that utilizes a dynamic generator polynomial that each polynomial is selected through a selection function. The input of the selection function is the message bits that makes the selection unpredictable and increase the complexity of reverse engineering for finding the correct generator polynomial.
Chapter 2. Background

2.1. Natural Faults

2.1.1. Reliability

Before sending out the final design for fabrication, designers run a large number of simulations to predict the circuit's performance accurately. It is inconvenient and unreasonable to trust entirely on the finished IC test results and discover the errors of the design. One of the common units that is used for measuring reliability is failure in time (FIT). FIT is the number of failure per billion device hours. For instance, let’s consider a system with 100,000 devices that has one failure per month. The failure rate for such system is:

\[(1 \text{ failure})/(100000 \times 30 \times 24 \text{hrs}) = 14 \times 10^{-9} = 14 \text{ FIT}.\]

Hu [33] showed that in order to prove a 10 FIT failure rate of 50% confidence level, \(2 \times 10^7\) device-hours of testing is required.

2.1.2. Soft Error Mechanism

When a high energy charged particle strikes the substrate of a semiconductor device that is revered-biased, then three mechanisms take place in the device. First, the charged particle ionizes the substrate of the device and creates pairs of electron-holes. Figure 2.1 shows a high energy particle striking the substrate of an NMOS. The electron-hole pair will separate due to the external electric field that pulls up the electrons and pushes down the holes. Then, the created charge is collected by the depletion region. This stage is known as funnelling. The funnel size depends on the substrate doping. As the substrate doping decreases, the funnel distortion increases. The last stage is diffusion. In this stage the remaining charge which was generated in the device will be recombined, or diffused away from the junction for a longer time scale than the funnelling stage (tens of picoseconds) until all excess carriers have been collected.
The three stages of the soft error mechanism is illustrated in Fig. 2.2 [6]. Equal number of electrons and holes in the depletion region results in a balanced net charge that means the electrons and holes have compensated each other. The shifting of the charge carriers in the funneling stage causes the net charge shifts in the depletion region that results in a change in the potential difference. The amount of potential difference that is created depends on the number of electron-hole pairs generated by the high energy particle. Therefore, the extended electric field helps in collecting the extra charge. Figure 2.2 d shows the corresponding current pulse that is resulted from the three mentioned phases. The chances of occurring a soft error increases as a particle with higher energy strikes the substrate closer to the p-n junction [34].

Fig. 2. 1 High energy charged particle hitting the substrate of an NMOS.

Fig. 2. 2 Three stages of the soft error mechanism: (a) ionization, (b) funneling, (c) diffusion, and (d) the corresponding current pulse [6].
2.1.3. Different Types of Soft Errors

There are different types of soft errors that are categorized based on the location of the strike; single event transient (SET) and single event upset (SEU); and the number of events that occur by one strike; multiple bit upset (MBU).

When a high energy particle strike the combinational logic and cause an upset in the primary output, if the false output propagates the combinational logic and is stored in the memory element then a SET has occurred. SEU occurs when the high energy particle strike the memory element directly and change the output to the opposite value. Figure 2.3 shows an example of a combinational logic on the left and a memory element on the right that are susceptible to a particle strike and results in SET/SEU.

Fig. 2.3 Soft errors striking the combinational logic (on the left) or the memory element (on the right).

2.1.4. Estimation of SER$_{SET}$

Evaluating SER during the design phase is the only way to avoid bad surprises when the final product is tested. The SER assessment is required to be as accurate as possible to prevent extra design and fabrication cycles for protection purposes. Protection circuits are at the expense of extra cost, area, power consumption, and time delay so in order to avoid unnecessary fault detection and fault tolerance circuits the reliability factor needs to be estimated accurately. Since soft errors are random and unpredictable, a significant large set of test vectors is required to estimate the SER. Unfortunately, a large set of test vector needs longer simulation time that may result in loss of
market opportunities. Previous work [9] tried to reduce the simulation time by identifying the critical SET pulse width in benchmark circuits and computation units.

Wang and Agrawal [9] showed that in deep circuits like inverter chains the soft error with a determined critical width can be masked by the electrical masking effect if the error occurs at the earlier gates. Therefore, SER only depends on a few gates near the primary output. In addition only the gates near the output need to be protected against faults. The weakness of this approach is it cannot be applied on all types of circuits. Unfortunately, some logic topologies, such as shallow and wide circuits like a ripple-carry adder, do not have critical SET pulse width [9].

Alternatively, FPGA-based emulation was utilized to improve the SER evaluation speed [10]. Although hardware emulation could be faster than HSPICE simulations, the selection of SET pulse width and SET injection timing is still random in typical evaluation processes. The conclusions drew from previous simulation/emulation-based work may not be applied to other new circuit topologies. Consequently, it is urgent to produce a systematic analysis method to predict the impact of latching widow masking on circuit soft error rate (SER).

To speed up the assessment of SET-induced soft errors, we propose a systematic analysis method to examine the probability of a SET eventually being latched. In previous works, the latching probability of SET is only modeled as a function of SET pulse width and clock period. As soft error rate also strongly depends on other timing parameters, our novel analytical model additionally includes logic gate delays and setup/hold time of memory elements. In this proposal, we are going to generate a set of closed-form expressions for the latching probability for various logic gate delays and SET pulse widths. The preliminary simulation results show that the soft error rate predicted by our model matches to that obtained from random simulations.
2.1.5. Estimating SER for Single and Multiple SET pulse widths

Circuits operating in Gigahertz can possibly have soft errors with durations more than a clock cycle. Due to the higher frequencies and lower voltage supplies an SET pulse width can vary from a portion of one clock cycle to multiple clock cycles. The increase in the ratio of SET pulse duration over clock period challenges the analysis of SET-induced soft errors. Therefore, we studied a systematic analysis to assess the probability of SER$_{SET}$ for SETs with single or multiple durations with a significant faster speed.

2.2. Intentional Faults

2.2.1. Cryptosystems Security Protection

The security of cryptographic algorithms has become increasingly important in recent years due to the widespread usage of cryptosystems in critical and minor applications. For instance, Tunstall et al. [11] were able to retrieve the secret key by DFA when a single random byte fault was induced at the input of the eighth round of AES.

The impact of both natural and intentional faults on integrated circuits are relatively same therefore the traditional fault detection and fault tolerant mechanisms have been widely investigated and applied on cryptosystems to address both types of fault. Error detecting codes such as basic parity based schemes is one of the countermeasures [12] that uses a parity bit for each byte in the AES encryption conversion. In each transformation, the output parity bit is predicted from the inputs and is compared with the actual parities.

The fault detection structure introduced in [16] and [17] is applicable to algorithm-level, round-level, or operation-level. Operation-level fault detection scheme is only applied to a specific module while algorithm-level fault detection mechanism protects the whole algorithm. Karri et al. [16] introduced a fault detection scheme that is based on the original transformation or round or
whole algorithm flowed by its inverse. The output of the inverse function is compared with the original input. If there is any mismatch at the comparison block an alert signal will be generated. The major downside of this detection scheme is the area and time delay overhead that is due to the extra hardware used in the inverse block.

Another fault detection mechanism is time redundancy. In time redundancy the computation is repeated and the result is compared to a stored copy of the previous result. Malkin et al. [18] proposed running the transformations in an AES round twice for the same data to detect any potential transient error. The weakness of this scheme is, it is not able to detect permanent faults or even fault attacks that last for a long period.

Hardware redundancy is referred to duplication or generating more copies of a specific module, round, or the entire encryption/decryption algorithm. The comparison of the outputs from each copy indicates the conflict due to the existence of faults in the system. The classic fault detection methods provided in this section are highly effective against natural faults that follow a uniform fault model [10]. Since intentional faults are injected by an attacker and may not follow a constant fault model, the classic fault detection models may not be practical and need to be modified to thwart intentional faults.

2.2.2. Impact of Existing Countermeasures for Fault Attack on Cryptosystem Security

Countermeasures for AES to thwart side-channel attack and fault attack are typically investigated in a separate fashion. There is lack of thorough investigation of how one countermeasure specifically for one attack affects the efficiency of another attack. The additional hardware cost and power consumption induced by adding traditional fault detection circuitry to thwart fault attacks in cryptographic systems, simultaneously affects the efficiency of CPA. Maingot and Leveugle [21] were the first to show that the CPA efficiency also depends on the
existence of fault detection circuits in cryptographic systems. According to [21] the robustness of fault detection schemes to CPA are correlated with the dynamic power consumption of the chip. In addition, they indicated that in order to decrease the vulnerability of fault detection schemes to side channel attacks, the dynamic power consumption should be as little correlated as possible with the manipulated data.

Regazzoni et al. [20] show that the use of parity codes in the S-Box of AES helps the attacker to retrieve the key through CPA with less power traces comparing with the case when there is no fault detection mechanism. Unfortunately, that observation is based on the gate-level simulation on the S-Box only, rather than a real hardware emulation of the complete AES implementation. Moreover, the power model used in the existing work is Hamming weight rather than the powerful Hamming distance one.

In this thesis we are going to investigate the factors that have an influence on the key retrieval speed. We will analyze three module-level fault detection schemes, including double modular redundancy (DMR), inverse, parity check on advanced encryption standard (AES). Our preliminary experimental results show that, in some scenarios, the use of fault tolerance mechanisms in AES improves the resistance of AES against side-channel attack. In addition, it is imperative to look into all the effective factors on the key retrieval success rate therefore we will investigate the impact of elements such as type of redundancy, module under protection, and CPA attack power model. The assessment of the vulnerability of AES protected by different types of fault detection mechanisms to CPA will be examined on a FPGA platform.

In addition, we will investigate an optimum solution to overcome the negative impact of fault detection circuitries on the AES resistance to side channel based attacks.
2.3. Advanced Encryption Standard

The Advanced Encryption Standard (AES) encryption algorithm is a symmetric key block cipher that the input and output known as plaintext and ciphertext, respectively. The plaintext and ciphertext are each 128 bits. Figure 2.4 shows the 128 bit plaintext that is arranged into a 4x4 matrix called the State. The strength of the encryption algorithm increases with the length of the cipher key. The length of the cipher key can be 128, 192, or 256 bits. In this work the 128 bit cipher key is used.

Fig. 2. 4 State representation of 128-bit data blocks [85].

The AES encryption algorithm is composed of four major transformations known as SubBytes, ShiftRows, MixColumns and AddRoundKey. AES encryption algorithm with different key sizes requires different number of rounds. For an AES with 128, 192, or 256 bits of cipher key there are a total of 10, 12, or 14 rounds respectively. Figure 2.5 illustrates the AES encryption algorithm.

The SubBytes transformation is a nonlinear transform that replaces each byte in the state with a byte from a substitution table (S-box).
The ShiftRows transformation cyclically shifts the rows of the state to provide horizontal diffusion. The first row is not shifted, the second row is left shifted by one byte, the third row is left shifted by two bytes and the fourth row is left shifted by three bytes.

The MixColumns transformation provides a vertical diffusion in the matrix and composes new columns with the current ones. The AddRoundKey transform is a bitwise addition with a key generated from the Key Expansion algorithm.

2.4. Correlation Power Analysis

Correlation Power Analysis (CPA) is the advanced form of power analysis attack that utilizes a power consumption model to perform an attack on a cryptographic algorithm. The power model approximates the power consumption of the target cryptographic device during an encryption operation. The predicted power consumption will then be correlated to the actual measured power consumption using a key hypothesis. The correlation plots will be generated for all the possible guesses for each subkey. The highest peak of the correlation plot gives the correct subkey hypothesis.
There are multiple methods for constructing the power model, such as simulating the cryptographic structure in a designed environment to find the power consumption [30]. The predicted power consumption will be accurate if the architecture of the target device is known. If the architecture is not known or it is not possible to simulate, a more general power model can be used for predicting the power consumption. The two common power models that are being used are the Hamming weight and Hamming distance models [31].

2.4.1. Hamming Weight and Hamming Distance Power Models

The Hamming weight model is a basic power consumption model. This power model is relied on the basic idea that the power consumption of a bus is proportional to the number of bits that are switched on. Therefore, Hamming weight is simply the number of bits set to 1, \( H(D) = \sum_{j=0}^{m-1} d_j \). A bus that none of the bits are switched on consumes very little power compared to a data bus with all bits switched on [29]. Thus, the Hamming weight is proportional to the power consumption of the bus when bits switch from 0 to 1. The Hamming distance model is an extension of the Hamming weight model which uses bit transitions to determine power consumption. The change in the bit value can occur in many different circuit components such as a data or address bus, register, memory, or some other components. The power consumption in Hamming distance power model is proportion to the number of 0→1 and 1→0 transitions made within the circuit under attack. The number of bit transitions is simply the Hamming weight of the exclusive OR of the two values, \( HD(R0, R1) = HW(R0 \oplus R1) \). Hamming distance encloses the Hamming weight model that assumes that \( R0 \) which is the reference is 0. It is assumed that bits which do not change (0→0, 1→1) do not contribute to the power consumption of a circuit. It is also assumed that a 0→1 and 1→0 transition consume an equal amount of power. The Hamming distance power model is generally used for Correlation Power Analysis.
2.4.2. Pearson’s correlation coefficient

Pearson’s correlation coefficient is a commonly used measure of correlation [32]. Equation 2.1 shows how the Pearson’s correlation coefficient value ($\rho$) is found. The value of $\rho$ tells us how much the linear relationship between the two variables $X$ and $Y$ is.

$$\rho_{X,Y} = \text{corr}(X, Y) = \frac{\text{cov}(X, Y)}{\sigma_X \sigma_Y}$$

(2.1)

The covariance (cov) indicates how much two random variables $X$ and $Y$ change together. $\sigma_X$ and $\sigma_Y$ are the standard deviations of $X$ and $Y$. The correlation coefficient value varies from $+1$ to $-1$. If the correlation coefficient is 0 it means that there is no linear relationship between the two variables. In order to improve the correlation, we need to increase the number of power traces. Due to the high number of measured traces the Pearson correlation can be estimated by the sample correlation coefficient ($r_{xy}$). Equation 2.2 shows how the sample correlation coefficient is found: $n$ is the number of power traces, $\bar{x}$ and $\bar{y}$ are the sample means of $X$ and $Y$, and $s_x$ and $s_y$ are the sample standard deviations of $X$ and $Y$ [29].

$$r_{x,y} = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{(n-1)s_x s_y}$$

(2.2)

The variables $X$ and $Y$ in CPA will be the power consumption measurement samples and power consumption hypothesis samples. The power consumption hypothesis samples are generated from a power model that is usually the Hamming distance model.

2.4.3. Correlation Power Analysis on AES

In order to perform a CPA attack on a cryptographic algorithm, the adversary needs to analyze the design under attack and choose a data register for the attack. The chosen register has to contain sensitive data that holds a relationship with the power consumption. The more
correlation between the data and power consumption, the stronger the power model is that results in a faster key retrieval.

In the AES algorithm, there exists a relationship between the intermediate ciphertext and the power consumed in the final round of encryption. The hardware implementation of AES is shown in Fig. 2.6. The target register for the CPA attack is labeled as RB located in the data path prior to the SubBytes transformation and contains 8 bits.

![AES Implementation Diagram](image)

**Fig. 2.6 AES implementation [32]**

After selecting the sensitive register location, a power model has to be determined to perform the CPA. In this work, the Hamming distance is chosen as the power model. Before the CPA attack is performed, the encryption operation is executed multiple times by using random plaintexts and an unknown cipher key. Then the power traces and the related intermediate ciphertexts are captured and stored for the CPA. After capturing the power traces and the intermediate ciphertexts the analytical phase of the CPA begins: the encryption process is finished by calculating the final ciphertext using the first stored intermediate ciphertext and the first 8-bit partial key (subkey) guess. Next, the resulted ciphertext in the analytical step is compared with
the stored ciphertext from the capturing step and the Hamming distance is found. In order to find the hypothetical power consumption a linear relationship between the power consumption and the Hamming distance is assumed: \( h = aH(D) + b \), which \( h \) is the hypothetical power consumption, \( H(D) \) is the hamming distance between the mentioned ciphertexts, \( a \) is a scalar gain, and \( b \) is an offset and noise. The assumed linear relationship could be considered as a limitation, but since the bus lines that are the data dependent parts of the circuit are the most power consuming elements we can assume the power dissipation of an operation at a specific time is proportional to the hamming distance of the processing data to facilitate the analytical process [14].

After finding the hypothetical power consumption we are ready to find the sample correlation coefficient by using equation 2.3 or 2.4. The Pearson’s sample correlation coefficient equation can be utilized to determine the correlation between the power and the sensitive data.

\[
r_{i,j} = \frac{\sum_{d=1}^{D} [(h_{d,i} - \bar{h}_i)(t_{d,j} - \bar{t}_j)]}{\sqrt{\sum_{d=1}^{D} (h_{d,i} - \bar{h}_i)^2 \sum_{d=1}^{D} (t_{d,j} - \bar{t}_j)^2}} \tag{2.3}
\]

\[
r_{i,j} = \frac{D \sum_{d=1}^{D} h_{d,i}t_{d,j} - \sum_{d=1}^{D} h_{d,i} \sum_{d=1}^{D} t_{d,j}}{\sqrt{((\sum_{d=1}^{D} h_{d,i})^2 - D \sum_{d=1}^{D} h_{d,i}^2)((\sum_{d=1}^{D} t_{d,j})^2 - D \sum_{d=1}^{D} t_{d,j}^2)}} \tag{2.4}
\]

The resulted \( r_{i,j} \) is related to the first subkey guess and can be plotted against the total number of traces (D). Figure 2.7 shows an example of the sample correlation coefficient versus the number of traces. All the above steps have to be repeated for all the possible subkey guesses to find out the highest correlation that results in the correct subkey. The highest correlation will occur at the correct subkey. After finding all the 256 correlation coefficients for each subkey we can plot them versus the number of possible subkey guesses and there will be a spike in the graph for the correct guess of subkey byte as shown in Fig. 2.8.
Fig. 2. 7 The correlation coefficient versus the number of traces for one retrieved subkey.

Fig. 2. 8 The correct subkey guess is found at the 160th guess in AES algorithm [29].

2.5. Partial Guessing Entropy

Massey [27] defined the guessing entropy as the average number of successive guesses required with an optimum strategy to determine the value of a random variable X. In this proposal the optimum strategy is ranking all the possible values of the subkey from most to least likely base on the correlation attack (higher correlation means the hypothetical key is more likely to be the correct one) [28]. In addition, there is an individual guessing entropy for each subkey in this work,
therefore the term “partial” has been added. At the end of the analysis each subkey will have a partial guessing entropy (PGE) that indicates how many guesses is required to achieve the correct value of the subkey. A PGE of 0 specifies the subkey is perfectly known. In order to increase the reliability of the power analysis attack, it is encouraged to run the encryption algorithm for multiple times. Therefore the PGE for each subkey is averaged over several attacks to generate a single PGE.

2.6. CRC Codec

Cyclic Redundancy Check (CRC) is a powerful error detection scheme that is based on Finite Algebra Theory [100]. Memories are prone to natural and intermittent faults that can result in the whole memory chip to fail [101]. Therefore, it is imperative to prevent the propagation of error in digital memories by detecting the faults in advance and possibly discard the faulty message. CRCs are generally used for detecting random errors in storage devices and memories. The hardware structure of CRC is composed of shift registers and XOR logic gates.

2.6.1. CRC Mechanism

Depending on the configuration of the message and the check bits there are two types of CRC; systematic and non-systematic. In the systematic CRC the check bits are located in front of the message and can be extracted by knowing the degree of the generator polynomial. In the non-systematic CRC the message bits are mixed with the generator polynomial that makes it more complicated in terms of reverse engineering.

In this section the encoding and decoding operations are represented in the form of polynomials as follows:

\[ C(x) = C_n x^n + C_{n-1} x^{n-1} + \cdots + C_1 x + C_0 \]
\[ M(x) = m_{n-k} x^{n-k} + m_{n-k-1} x^{n-k-1} + \cdots + m_1 x + m_0 \]
\[ G(x) = g_k x^k + g_{k-1} x^{k-1} + \cdots + g_1 x^1 + g_0 x^0 \]  

(2.2)

\( C(x) \), \( M(x) \), and \( G(x) \) are the polynomial representations for the codeword, message, and the generator polynomial.

2.6.1.1. Systematic CRC

The check bits or known as remainder bits \( R(x) \) are found through dividing \( x^k M(x) \) by the generator polynomial \( G(x) \). By adding the remainder to \( x^k M(x) \) the codeword is created. Equation 2.3 indicates the adding process of remainder bits to the message bits that forms the codeword.

\[ C(x) = x^k M(x) + R(x) \]  

(2.3)

In order to extract the message, first the syndrome has to be checked to confirm if the process is error free. The syndrome is simply the remainder of the division of \( C(x) \) by \( G(x) \). If the syndrome is zero it means there is no error and the message can be extracted securely. Extracting the message is simply done by removing the k-bits from the codeword.

2.6.1.2. Non-systematic CRC

The non-systematic CRC follows a different approach for generating the codeword and is presented in equation 2.4.

\[ C(x) = \sum_{j=0}^{N-k} \left( m_j x^j \right) G(x) = M(x)G(x) \]  

(2.4)

As shown in equation 2.4 the codeword is created by a simple multiplication of the generator polynomial and the message polynomial. Similar to the systematic CRC the remainder of the division of \( C(x) \) by \( G(x) \) determines whether there is any error in the system or not. In case of no error the message is the quotient of the long division of \( C(x) \) and \( G(x) \) polynomial.
2.6.2. Error detection in CRC

The strength of any detection scheme is evaluated by its ability of detecting a range of errors. The detection of error by CRC depends on the chosen generator polynomial. Equation (2.5) shows a condition were error has been introduced to the CRC. In Equation (2.6) the remainder of \( \frac{C(x)}{G(x)} \) is always zero, if the remainder of \( \frac{E(x)}{G(x)} \) is also zero then the CRC is not able to detect \( E(x) \) because it means the remainder of \( \frac{C'(x)}{G(x)} \) is zero. Therefore, in order to have error detection for each certain error pattern the remainder of \( \frac{E(x)}{G(x)} \) should not be zero. The detection of each error pattern depends on the type of the generator polynomial. CRC has the potential to detect a single bit error, two bit errors, odd number of errors, and burst errors as wide as the check bits.

\[
C'(x) = C(x) + E(x) \tag{2.5}
\]

\[
\frac{C'(x)}{G(x)} = \frac{C(x)}{G(x)} + \frac{E(x)}{G(x)} \tag{2.6}
\]

- **Single Bit Error Detection**

The single bit error is in the form of \( x^i \) for any \( i \) (including 0). If \( G(x) \) is chosen such that \( E(x) \) is not dividable by \( G(x) \) then that generator polynomial is able to detect any 1-bit error.

- **Two Bit Error Detection**

If \( G(x) \) does not divide \( x^i(x^{j-i} + 1) \) for \( j > i \) then it is able to detect all 2 bit errors.

- **Odd Number of Error Detection**

If \( g(x) \) has an even number of terms then it is able to detect any odd number of errors. Any \( G(x) \) that has a factor of \( (x+1) \) will be 0 for \( x=1 \) that indicates even number of terms in the generator polynomial.
• Burst Error Detection

    In order to detect burst errors with such pattern $E(x) = x^i \left( x^{k-1} + \ldots + 1 \right)$, any $G(x)$ with no $x^i$ that contains a factor with a degree greater than $k$ is able to detect burst errors.
Chapter 3. Systematic Analyses for Latching Probability of Single-Event Transients

3.1. Introduction

High-energy particles hitting on integrated circuits (ICs) result in single-event upset (SEU) and single-event transient (SET) [35, 36]. Because of dominating in submicron IC, SEUs have been extensively studied for robust memory elements [37, 38]. As technology feature size shrinks, increased clock frequency and reduced supply voltage result in more SETs being latched and creates more soft errors than before [5]. It has been predicted that, for 45 nm and blow technology nodes, SET in combination logics will be the dominant reason for soft errors in ICs [40]. Consequently, it is imperative to thoroughly study the impact of SET pulse width and injection timing on different logic functions, in order to ensure the error resilience of ICs in nanoscale technologies.

Measurement results of test chips exposed to heavy ions or alpha particles indicate that the SET pulse varies from 25 ps (65nm) [41] to 700 ps (130nm) [5]. If a system operates in GHz regime, the SET pulse may be less than one clock cycle or cover multiple clock cycles. As electrical masking, logical masking, or latching window masking could filter out SETs, assessment of SET effects is more difficult than SEU. As presented in [52], the probability of SET causing a soft error is a product of (1) the probability of the particle strike generating a strong pulse that is beyond noise margin, (2) the probability of SET not being masked by logic gates, and (3) the probability of SET propagated to the setup and hold time window of the memory element connected to the combinational circuit output.

Electrical masking occurs when the injected SET pulse is attenuated and eventually filtered out by logic gates that the SET travels through. In charge deposition mechanism, the effect of SET was modeled as two exponential current pulses to predict the SET propagation [42]. FPGA emulation exploits delay quantization [43] and voltage quantization [44] to examine SET attenuations. Logical
masking means that SET-induced logic error does not affect the output of next logic gates. Take NAND2 gate as an example. If one of the inputs is ‘0’, no matter what the other input is, the NAND2 always has output ‘1’. As a result, NAND2 can tolerate the SET-induced logic error on the second input. Probability-based approaches [45, 46, 48] have been widely used to estimate the soft error reduction originated from logical masking.

Latching window masking is the phenomena that, after propagation, the injected SET does not fall in the setup and hold time window of the followed memory element. SPICE/HSPICE simulations [49, 50] have indicated that the probability of latching window masking tightly depends on the SET pulse width and SET injection timing with respect to the flip-flop sampling moment. To reduce simulation time, previous work [47] tried to identify the critical SET pulse width in benchmark circuits and computation units. Unfortunately, some logic topologies, such as shallow and wide circuit like a ripple-carry adder, do not have critical SET pulse width [47]. Alternatively, FPGA-based emulation was utilized to improve the evaluation speed [9]. Although hardware emulation could be faster than HSPICE simulations, the selection of SET pulse width and SET injection timing is still random in typical evaluation processes. The conclusions drew from previous simulation/emulation-based work may not apply to other new circuit topologies. Consequently, it is urgent to produce a systematic analysis method to predict the impact of latching window masking on circuit soft error rate (SER).

Early work [52] presented a probability model of latching window masking. If the propagated SET pulse covers the entire setup and hold timing window, that SET would result in a soft error for sure. If only a fraction of SET pulse is in the latching window, the SET latching probability is 50%. If the SET pulse is not in the latching window, that SET pulse will be filtered out. Analysis method in [53] is effective to study the situation that a single SET pulse is latched by multiple flip-flops.
after being broadcasted through a high fan-out logic node. Existing works have provided a good estimation on latching window masking effects, considering SET pulse width. As indicated in [35], soft error rate has a strong dependence on timing parameters, it is important to create a model that comprehensively considers the effect of SET pulse width, clock period, setup/hold time, and logic gate delay from the faulty gates to the memory element.

In this work, we assume that electrical masking can be estimated by the existing approaches in [42–44], and effective probabilistic methods [45–48] can calculate the logical masking probability. Our focus is on improving previous analysis of latching window masking in [52, 53] by including logic gate delays and setup/hold time of the memory elements. Our key contributions are as follows:

- Propose an analytical model to predict the combined impact of SET pulse width, logic gate delay, clock period and setup/hold time on the probability of latching SET. We observe that, the SET latching probability is proportional to SET pulse width; the corresponding coefficient and constant offset depend on clock period, logic gate delay and setup/hold time.
- Provide explicit boundaries of SET pulse width, which will result in silent errors, uncertain errors and sure errors. Those boundaries are expressed as a function of logic delay, and a flip-flop’s setup/hold time. Rather than randomly selecting a SET pulse width for simulation, a user can choose a few representable pulse widths indicated in our model to speed up SER assessment.
- Suggest appropriate SET injection locations for different combinational circuits. If the combinational circuit is composed of logic gates without logical masking capability, varying logic gate selection does not lead to the estimated SER. However, if the circuit contains
logic gates with logical masking capability, a logic gate nearer to the flip-flop typically results in a higher SER than farther gates.

Section 2.2 describes the proposed analytical model for the probability of latching SET pulse. In Section 2.3, the accuracy of our model is evaluated on representable combinational circuits. In Section 2.4, experimental results show that the impact of logic gate delay, SET pulse width and injection timing on SER. Conclusions are provided in Section 2.5.

3.2. Proposed Model for the Probability of Being in Latching Window

3.2.1. Definitions Used in Proposed Analytical Model

The total tested cases are categorized into three conditions: uncertain error, sure error and silent error. The probability of SET being latched is defined in (3.1).

\[
P_{\text{latching \_ window}} = \sum_{i=1}^{3} \left( \frac{\text{Case \# in different categories}}{T_{\text{CLK}}/\Delta t_0} \right) \times \text{weight}_i
\]  

(3.1)

Fig. 3. 1 General definitions for SET injection in this work.

Fig. 3. 2 SET boundaries of the pulse latched by current cycle.
where $P_{in\_latching\_window}$ is the probability of a SET pulse being latched. $T_{CLK}$ is system clock period. $\Delta t_0$ is the basic time unit of SET pulse insertion. The weight is equal to 0, 0.5 and 1 for silent error, uncertain error and sure error, respectively. The “case # of different categories” in equation (3.1) is the total number of cases that generates each category. The number of cases are found based on the location of the SET pulse respect to the clock. For instance, the number of cases to have a 50% chance of latching by the leading edge of the SET pulse is equal to $rac{(T_S+T_H)}{\Delta t_0}$ with the assumption that the SET pulse is larger than the latching window. The overall parameters used in this work are shown in Fig. 3.1. $T_S$ and $T_H$ are a flip-flop’s setup time and hold time, respectively. $\Delta t_{SETin}$ is the starting point of the injected SET pulse with respect to the closest clock rising edge. $\Delta t_{SETin}$ is equal to $m\Delta t_0$, where $m=[0,1,2,…][T_{CLK} – \Delta t_0]/\Delta t_0$. $\delta$ is SET pulse width. $\tau$ is logic gate delay. The SET pulse shown in Fig. 3.1 represents a SET location after that SET propagates through a combinational logic and before reaches the flip-flop’s input.

3.2.2. Error Categories

3.2.2.1. Uncertain Errors

When the SET pulse is propagated through the combinational logic, it will reach the latching window of a flip-flop at the primary output of the combinational circuit. According to the observation in [52], if the SET pulse does not cover the entire setup and hold time period, the probability of latching error is 50%. This is the uncertain error condition. Figs. 3.2 and 3.3 show the uncertain error cases. For simplicity, we assume hereafter $T_{CLK}$-T_S-T_H is larger than $T_S+T_H$, which is reasonable for most of sequential circuits.

As shown in Fig. 3.2, if the SET pulse injection time ($\Delta t_{SETin}$) plus the logic delay ($\tau$) is within $T_H$ and the SET falling edge ends before the next latching window, that SET could be latched as a soft error. Equations (3.2) and (3.3) define the SET timing boundaries for this condition.
\[ 0 < t_{SETin} + < T_H \]  (3.2)

\[ + < t_{SETin} + < T_{CLK} T_s \]  (3.3)

After rearranging (2.3) and (3.3), we have a common range for \( \Delta t_{SETin} \). Since the injection step is \( \Delta t_0 \), the total number of cases satisfying this condition \( N_{uncertain,1} \) is expressed in (3.4).

\[ N_{uncertain,1} = \frac{T_H - \tau}{\Delta t_0} (0 < \tau < T_H, \delta < T_{CLK} - T_S - T_H) \]  (3.4)

Fig. 3. Boundaries of SET pulse partially latched by next clock cycle.

The SET pulses 1 and 2 in Fig. 3.3 depict the situation that the SET falling edge is in the latching window. The boundaries for SET pulses are in (3.5) and (3.6).

\[ T_H < t_{SETin} + < T_{CLK} T_s \]  (3.5)

\[ T_{CLK} T_S < t_{SETin} + < T_{CLK} + T_H \]  (3.6)

We rearrange (3.5) and (3.6) and obtain the total number of \( \Delta t_{SETin} \) that satisfies those conditions \( N_{uncertain,2} \) in (3.7).
We use the similar approach to analyze the SET pulses 3 and 4 in Fig. 3.3, and obtain the new boundaries in (3.8) and (3.9).

\[
\begin{align*}
T_{CLK} - T_S &< \Delta t_{SET in} + \tau < T_{CLK} + T_H \\
T_{CLK} + T_H &< t_{SET in} + \tau < 2T_{CLK} - T_S 
\end{align*}
\]  

Similarly, we can have the total case number for this situation \(N_{uncertain,2}\) in (10.3).

\[
N_{uncertain,2} = \begin{cases} 
\frac{T_{CLK} - \delta}{\Delta t_0} \\
(0 < \tau < T_H, T_{CLK} - T_S - T_H < \delta < T_{CLK}) \\
\frac{T_{CLK} + T_H - \delta - \tau}{\Delta t_0} \\
(0 < \tau < T_{CLK} - T_S - T_H, 0 < \delta < T_{CLK}) \\
\frac{\delta}{\Delta t_0} \\
(0 < \tau < T_{CLK} - T_S - T_H, 0 < \delta < T_{CLK}) \\
\frac{T_{CLK} - T_S - \tau}{\Delta t_0} \\
(T_H < \tau < T_{CLK} - T_S - T_H, 0 < \delta < T_{CLK} - T_S) \\
\frac{T_{CLK} - T_S - \tau}{\Delta t_0} \\
(T_H < \tau < T_{CLK} - T_S - T_H, 0 < \delta < T_{CLK} - T_S - T_H)
\end{cases}
\]  

\[
N_{uncertain,3} = \begin{cases} 
\frac{\delta}{\Delta t_0} \\
(T_H < \tau < T_{CLK} + T_H - \delta, 0 < \delta < T_S + T_H) \\
\frac{T_S + T_H}{\Delta t_0} \\
(T_H < \tau < T_{CLK} + T_H - \delta, 0 < \delta < T_S + T_H) \\
\frac{T_S + T_H}{\Delta t_0} \\
(T_H < \tau < T_{CLK} - T_S, T_S + T_H < \delta < T_{CLK} - T_S - T_H) \\
\frac{T_S + T_H}{\Delta t_0} \\
(T_H < \tau < T_{CLK} - T_S, T_S + T_H < \delta < T_{CLK} - T_S - T_H)
\end{cases}
\]
3.2.2.2. Sure Errors

If the SET pulse covers the entire setup and hold time periods, shown in Fig. 3.4, that SET pulse will be latched for sure. The boundary conditions for pulses 1 and 2 in Fig. 3.4 are expressed in (3.11) and (3.12). The number of total cases $N_{\text{sure}}$ that meets those boundaries is in (3.13).

$$T_H \leq \Delta t_{\text{SETin}} + \tau < T_{\text{CLK}} - T_S$$  \hspace{1cm} (3.11)

$$T_{\text{CLK}} + T_H \leq \Delta t_{\text{SETin}} + \tau + \delta < 2T_{\text{CLK}} - T_S$$  \hspace{1cm} (3.12)

$$N_{\text{sure}} = \frac{T_S}{t_0} \cdot \frac{T_H}{T_{\text{CLK}}}, \ (T_S + T_H < < T_{\text{CLK}})$$  \hspace{1cm} (3.13)
3.2.2.3. Silent Errors

Silent error means that the injected SET pulse is not latched by the flip-flop following the combinational logic, which is experiencing the SET injection. We discovered two cases for the silent error. The conditions are as shown in Fig. 3.5 and Fig. 3.6. As the number of cases experiencing silent error is equal to the total test cases minus the sum of (3.4), (3.7), (3.10) and (3.13), we do not provide the derivation details here.

3.3. Overall Probability of Latching SET Pulse

We substitute (3.4), (3.7), (3.10) and (3.13) in (3.1) and obtain the probability of latching the SET pulse in (3.14). We precisely look into the boundary for each parameter and provide the close-form expression in (3.15).

\[
P_{\text{in_latching_window}} = \frac{\left( N_{\text{sure}} + 0.5 \sum_{i=1}^{3} N_{\text{uncertain},i} \right)}{\frac{T_{\text{CLK}}}{\Delta t_0}}
\]

(3.14)

For \(0 < \delta < T_S + T_H\):

\[
P_{\text{in_latching_window}} = \begin{cases} 
\frac{1}{2} \left( T_{\text{CLK}} + \tau \right), & (0 < \tau < T_H) \\
\frac{\delta}{T_{\text{CLK}}}, & (T_H < \tau < T_{\text{CLK}} - T_S - \delta) \\
\frac{T_{\text{CLK}} - T_S - \tau}{T_{\text{CLK}}}, & (T_{\text{CLK}} - T_S - \delta < \tau < T_{\text{CLK}} - T_S) 
\end{cases}
\]

(3.15a)

(3.15b)

(3.15c)
For $T_S + T_H < \delta < T_{CLK} - T_S - T_H$:

$$P_{\text{in\_latching\_window}} = \begin{cases} 
\frac{\delta + \frac{1}{2}(T_H - \tau)}{T_{CLK}}, & (0 < \tau < T_H) \\
\frac{\delta}{T_{CLK}}, & (T_H < \tau < T_{CLK} - T_S - \delta) \\
\frac{1}{2} \left( \frac{\delta + T_{CLK} - T_S - \tau}{T_{CLK}} \right), & (T_{CLK} - T_S - \delta < \tau < T_{CLK} - T_s) 
\end{cases} \quad (3.15d)$$

For $T_{CLK} - T_S - T_H < \delta < T_{CLK}$:

$$P_{\text{in\_latching\_window}} = \frac{1}{2} \left( \frac{+T_{CLK} - T_S}{T_{CLK}} \right), \quad (0 < \tau < T_H) \quad (3.15g)$$

$$P_{\text{in\_latching\_window}} = \frac{1}{2} \left( \frac{+T_{CLK} - 2T_S}{T_{CLK}} \right), \quad (T_H < \tau < T_{CLK} - T_S) \quad (3.15h)$$

As predicted, the SET latching probability is a function of setup time, hold time, clock period, SET pulse width and logic gate delay. More interestingly, when $T_H < \tau < T_{CLK} - T_S - \delta$ and $0 < \delta < T_S + T_H$ or $T_S + T_H < \delta < T_{CLK} - T_S - T_H$, the SET latching probability only depends on SET pulse width.

3.4. Accuracy of Proposed Model

Post-synthesis simulation in Cadence NCVerilog was used to evaluate the accuracy of the proposed model in Section II. The ultimate output of each logic network under test, without/with logical masking capability, was connected to a D flip-flop (DFF). The constructed circuits were described in HDLVerilog and synthesized in Synopsys Design Compiler with a TSMC 65nm library. The clock period was set to 160ps (less than the worst-case delay). The setup time $T_S$ and hold time $T_H$ are all equal to 19ps. Each data point was repeated thousand times that is sufficient to cover all cases. The SET pulse was XORed with original outputs to mimic logic gate error. Soft
error rate hereafter is defined as a ratio of the number of total error cases over the number of total test cases.

3.4.1. Verification on Logic Network without Logical Masking

We first verify the proposed model on an inverter chain, as shown in Fig. 3.7. Because inverter does not have logical masking, SER of this circuit is equal to the probability of the

![Diagram of inverter chain](image)

**Fig. 3.7** Inverter chain followed with a D flip-flop.

![Graph of simulated soft error rate](image)

**Fig. 3.8** Simulated soft error rate for the inverter chain.
Fig. 3.9 Comparison of simulated and derived soft error rates for the inverter 1 in Fig. 3.7. propagated SET falling in the DFF latch window. We compared the outputs of the circuit experiencing SETs with that of the golden circuit after every SET injection.

Equation (3.15) indicates that the probability that SET enters the flip-flop latch window is typically proportional to the SET pulse width $\delta$, despite of different coefficients and constant offsets. Equation (3.15) also shows that the logic gate delay $\tau$ affects the latch probability. Simulation results shown in Fig. 3.8 confirm our predictions: (i) $SER$ increases with $SET$ pulse width; (ii) the $SER$ slope increasing varies with different logic gate delay and $SET$ pulse width.

As the Inverters 1 and 6 represent different $\tau$ regions, we compared our derivation with simulation results. Figs. 3.9 and 3.10 show that the proposed model perfectly matches to the simulation results. We averaged the soft error rate over a wide range of SET pulse width in Table 3.1. As shown, the average accuracy of our proposed model is over 92% and up to an average accuracy of 95.7%. The high accuracy achieved here is mainly contributed by the accurate probability related to the latching window masking effect. The proposed analytical
Fig. 3. 10 Comparison of simulated and derived soft error rates for the inverter 6 in Fig. 3.7.

Table 3. 1 Accuracy of proposed model

<table>
<thead>
<tr>
<th>Gates in Fig. 7.3 having SET</th>
<th>INV1</th>
<th>INV3</th>
<th>INV5</th>
<th>INV6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Accuracy</td>
<td>95.7%</td>
<td>95.6%</td>
<td>93.4%</td>
<td>92.0%</td>
</tr>
</tbody>
</table>

model precisely considers various timing-dependent situations of when SETs are latched by memory elements, rather than a single SET latching moment [53]. Although they noticed the impact of latching window effects on SER estimation, Miskov-Zivanov’s work [53] only considers the situation of $T_S + T_H < \delta$. Since our approach further zooms in different SET-latching timing conditions, our model achieves a better estimation accuracy for the SET latching probabilities and reliable SER prediction.

3.4.2. Verification on Logic Network with Logical Masking

Inverter chain is a special combinational logic that does not have logical masking. Some logic gates, such as NAND and NOR gates, have a capability to tolerate errors from previous gates, which is explained in Section 3.1. For logic network with logical masking, soft error rate is the product of the probability of no logical masking and the probability of SET being in latch window, as expressed in (3.16).
$$SER = P_{no\_logical\_masking} \times P_{in\_latching\_window} \quad (3.16)$$

Every logic gate has its special $P_{no\_logical\_masking}$. To clearly demonstrate the impact of logical and latching window masking effects, we take a NAND network, shown in Fig.3.11, as an example. If the input port B of gates after gate $j$ is ‘1’, the SET-induced logic error on gate $j$ will be propagated through the gate $j$ and latched by the followed DFF. The probability of the SET pulse being propagated through gate $j$ is expressed in (3.17).

$$P_{no\_logical\_masking} = P\{B_{j+1} = 1; B_{j+2} = 1; \ldots; B_N = 1\} = \prod_{i=0}^{N-j-1} P(B_{N-i} = 1), \quad j \in [1, N-1]$$
$$0, \quad j = N \quad (3.17)$$

in which, $N$ is the logic depth and it is four in Fig. 3.11. The probability of the input port B is recursively defined in (3.18).

Fig. 3. 11 A NAND gate network.
Table 3.2 Probability of no logical masking

<table>
<thead>
<tr>
<th>SET injected node</th>
<th>$P_{no\text{-}logical\text{-}masking}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>n1</td>
<td>$(3/4)*(7/16) * (207/256)$</td>
</tr>
<tr>
<td>n5</td>
<td>$(7/16)* (207/256)$</td>
</tr>
<tr>
<td>n7</td>
<td>$207/256$</td>
</tr>
<tr>
<td>n8</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 3.12 Soft error rate comparison between the proposed soft error model and simulation results for the NAND network.

For the very beginning input, $B_1$, we assume that $P(B_1=1)$ is 0.5, which is reasonable for a large amount of input patterns. According to the NAND logic function and Bayes probability theorems, we obtain the probability for a logic gate without logical masking, as shown in Table 3.2. Solve (3.17) by substituting $P_{no\text{-}logical\text{-}masking}$ in Table 3.2 and (3.18), we obtain the theoretical SER originated from logic gates n1, n5, n7 and n8.
In Fig. 3.12, SER calculated by the proposed model was compared to that obtained from simulations. As shown, the proposed model perfectly matches to the simulation results.

Table 3.3 Accuracy of proposed model

<table>
<thead>
<tr>
<th>Gate in Fig. 11.3 having SET</th>
<th>n1</th>
<th>n5</th>
<th>n7</th>
<th>n8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Accuracy</td>
<td>97.1%</td>
<td>94.2%</td>
<td>96.0%</td>
<td>95.5%</td>
</tr>
</tbody>
</table>

SER for each gate increases with the increasing SET pulse width. Because of the logical masking effect, difference on SER for different gates in the NAND network is more significant than that for inverter chain. As shown in Fig. 3.12, *SETs that are injected on the gates nearer to the flip-flop are more likely to result in a soft error than that on the farther locations*. Table 3.3 shows that the average accuracy of our model is over 94.2% and up to 97.1% in the NAND network.

3.5. Experimental Results

The proposed model provides a set of closed-expressions for the probability of propagated SETs falling in the register’s latch window. As indicated in our model, the soft error rate has a linear relationship with SET pulse width, logic delay, and registers’ setup and hold time. Our model proves that examining SER at a few boundary conditions can reflect the entire soft error dependence picture. As a result, a small number of pseudo-random simulations are sufficient to characterize SER for a specific circuit.

3.5.1. Impact of Logic Delay on Soft Error Rate

For a given SET injection timing with respect to the clock edge, we can use the logic delay to determine the minimum SET pulse width that results in uncertain and sure errors. This has been explained in Section II. In addition, the logic type also affects SER, as logical masking may filter out some SET pulses. We examined the impact of logic delay on soft error rate with inverter chain (without logical masking).  
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and NAND gate network (with logical masking). We specifically select these circuits to demonstrate the accuracy of the proposed method, as the probabilities of logical masking and latching window masking can be independently collected both in calculation and simulations.

As shown in Fig. 3.13(a), for the circuit without logical masking, soft error rate for varying logic gate delays remains almost flat when we average all SET injection cases. In this case, soft error rate increases with the increase of SET width. As shown in Fig. 3.13(b), for the circuit with logical masking, soft error rate increases with logic delay and SET pulse width. Again, Fig. 3.13(b) is obtained by averaging all SET injection moments. Results shown in Fig. 3.13 confirm the correctness of the proposed model expressed in equations (3.15) - (3.18).

If the circuit under test is a hybrid of with/without logical masking gates, the dependence of soft error rate on logic gate delay is not straightforward. We performed simulations on an ITC’99 benchmark circuit, b02, and observed that the relationship of logic delay and soft error rate varies with SET pulse width. As shown in Fig. 3.14, for small SET pulse width (e.g. <230ps), the gate with smaller delay (L1) could have a higher soft error rate than the gates with larger delay (L3 and L4). For large SET pulse width (i.e., >230ps), we observe that larger gate delay leads to higher soft error rate. Wang and Agrawal [47] concluded that some circuits do not have a critical SET
pulse width. Based on our experiments and findings, it is possible that a circuit has multiple critical SET pulses, rather than a single one.

Fig. 3. 14 Impact of SET pulse width and SET injection location on soft error rate for an ITC’99 benchmark circuit, b02.

3.5.2. Impact of SET Injection Timing on Soft Error Rate

The SET injection timing (i.e., $\Delta t_{\text{SETin}}$ in Fig. 3.1) affects the probability of SET pulse entering the latch window. We examine this dependence on the NAND gate network shown in Fig. 3.11. The SET pulse width for this set experiment is 120ps. We vary $\Delta t_{\text{SETin}}$ from 20ps to 150ps, each step 10ps. As shown in Fig. 3.15, the starting point of SET pulse on $n_1$ (the farther gate to DFF) is earlier than that of SET pulse on $n_8$ (the nearer gate to DFF) to reach a saturated error rate. This means, a later starting point of SET pulse on the farther gate may lead to an underestimated soft error rate.

Fig. 3. 15 Impact of SET pulse injection timing on soft error rate of NAND network.
Figure 3.15 also shows that the saturated error rate obtained at SET injection on farther gates does not reflect the maximum error rate. This is because logical masking has reduced the soft error rate. To find the maximum error rate, one needs to inject SET pulses to the gate closer to registers. When the SET pulse starting point is greater than 100ps, soft error rate begins to drop because the propagated SET pulse starts to leave the latch window of the followed DFF.

Experimental results on XOR gate network (i.e., replacing NAND2 with XOR2 in Fig. 3.11) are more interesting than those for NAND gate network. As shown in Fig. 3.16, the SET pulse injected on any gate in the XOR network reaches the same saturated error rate, although the starting points for SET pulse are different. In Fig. 3.16, the soft error rate demonstrates a periodic feature. Take n5 as an example, the soft error rate first increases with the increase of $\Delta t_{\text{SETin}}$; after saturation, the soft error rate of n5 grows again at 140ps (in Fig. 3.16(a)). The first peak of error rate is caused by the factor that SET is latched in the next cycle. The error rate growth at 140ps is because the SET pulse is latched in the cycle after next clock (e.g., pulse 2 in Fig. 3.6). As the SET pulse width for Fig. 3.16(a) is 60ps, the saturation width of soft error rate is short. When the SET pulse is bigger, the saturated error rate region is bigger, as shown in Fig. 3.16(b).

Fig. 3.16 Impact of SET injection timing on soft error rate of XOR network. (a) SET pulse width=60ps (b) SET pulse width=120ps.
3.6. Conclusion

Investigation on the impact of SETs on soft error rate is more complicated than that on SEUs, because of the randomness of SET pulse width, SET injection timing and the affected logic type. The impacts of SET pulse width on soft error rate were typically studied via measurements on test chips. Although accurate, physical measurements are expensive and time consuming. To save cost, Monte-Carlo simulations on switch-level, circuit-level and system-level have been extensively used at the cost of long simulation time. To reduce cost and simulation time, analytical analyses are favorable.

In this work, we propose a systematic analysis method to examine the probability of SETs eventually being latched by storage elements following logic network. We prove that the probability of SET entering in latching window is one of the dominant factors for soft error rate estimation. In previous work, the probability of SET being latched is only modeled as a function of SET pulse width and clock period. As soft error rate also strongly depends on other timing parameters, our novel analytical model additionally considers logic gate delay and setup/hold time of memory elements. We determine the boundaries of SET pulse width and logic gate delay with respect to clock period and setup/hold time, and provide a set of closed-form expressions for the latching probability under different SET pulse width and logic delay conditions. Our simulation results confirm that the proposed model matches to the soft error rate obtained from random simulations. On average, our analytical model achieves an accuracy of up to 97.1%. The maximum estimation error is less than 8%.

In addition to high accuracy, the proposed analysis is also useful to speed up the evaluation process of SET effects. In our model, we identify a few representable SET pulse widths and logic delays with respect to clock period and setup/hold time for memory elements. By examining the
circuit with those representable SET pulse widths and logic delays, we can obtain the complete picture of soft error rate over a wide range of random SET injection cases. Our simulations show that, for a combinational circuit without logical masking capability, the average soft error rate does not vary with the SET injection location. For a combinational circuit with logical masking capability, the average soft error rate increases with the increasing of logic gate delay and SET pulse width. The timing distance between the SET starting point and clock rising/falling edge affects the soft error rate, as well. For a circuit without logical masking, SET injection on every gate will lead to the same saturated soft error rate; in other words, the logic gate selection does not affect the error rate estimation.

The limitation of this work is that the proposed SET latching probability is for SET pulse width less than one clock cycle. In the next chapter, we will extend our model to consider the SET lasting multiple clock cycles. More benchmark circuits will be used to validate the proposed analytical model.
Chapter 4. A New Analytical Model of SET Latching Probability for Circuits Experiencing Single- or Multiple-Cycle Single-Event Transients

4.1. Introduction

High-energy particles strikes on integrated circuits (ICs) result in soft errors [54]. While single-event upsets (SEUs) have been extensively studied primarily for memory elements, single-event transients (SETs) gain more attention than before because the increasing number of SETs is latched to cause more system failures [37, 38, 40]. Measurement results of test chips exposed to heavy ions or alpha particles indicate that the SET pulse varies from 25 ps [41] to 700 ps [5]. If a system operates in Gigahertz regime, the duration of a SET pulse varies from a portion of one clock cycle to multiple clock cycles. The increase in the ratio of SET pulse duration over clock period challenges the analysis of SET-induced soft errors, as multiple soft errors may be introduced by a single SET and thus the superimposition of multiple SETs may cause a complicate error case.

The probability of SET-induced soft error is the combination of (1) the probability that a particle strikes on an IC substrate generates a SET pulse that is strong enough to exceed the noise margin, (2) the probability of a SET is propagated through the logic network and not eliminated by logical masking effects, and (3) the probability that a SET reaches the setup and hold time window of a storage element at the end of the combinational logic circuit [59]. The three probabilities above are often referred as the probabilities of electrical masking, logical masking and latch window masking, respectively. Electrical masking effects have been investigated in [44]. Two exponential functions are used to model a SET current pulse [61]. Recently, the impact of a SET injection is modelled as a voltage source [62]. Logical masking effects have been widely studied in [48]. Electrical, logical and latch window masking are considered simultaneously in [53, 71].
As clock period and critical charge decrease, a SET pulse may cover multiple clock cycles. Analysis methods for electrical and logical masking can be reused, as these two masking effects are independent with the duration of a SET pulse. Latch window masking, unfortunately, is sensitive to the SET pulse width. As a result, the models of SET latching probability obtained from previous single-cycle analysis are not suitable now. Moreover, deep pipelining design shrinks the critical path, resulting in the setup and hold time for each pipeline stage being comparable to clock period. Consequently, the probability of a SET being latched is expected to increase. The simplified models in previous work [48, 53, 69, 65] for the latch window masking probability need to be revised to improve the SER estimation accuracy. In this work, we re-study the SET latching probability to address the emerging challenges. In addition, we also propose a fast simulation method for SET assessment that includes new SET latching scenarios induced by the increased clock frequency and shortened pipeline stage.

The remainder of this chapter is organized as follows. We summarize the related work and highlight our main contributions in Section 4.2. Section 4.3 describes the proposed analytical model for SET latch masking probability for the single-cycle and multiple-cycle SET injection scenarios. We exploit our analytical model for SET latching probability and propose a fast assessment method for the impact of SET injection in Section 4.4. In Section 4.5, the impact of SET injection location and timing, clock period and SET pulse width on the SET latching probability are evaluated. Conclusions and future work are provided in Section 4.6.
4.2. Related Work

4.2.1. Previous Work

The SET latching probability is recognized as a function of SET pulse width ($\delta$), clock period ($T_{CLK}$), setup time ($T_S$) and hold time ($T_H$). The method in [65] estimates the probability of SET being latched in the storage cell, $P_{ILW}$, expressed in equation (4.1).

$$P_{ILW} = \begin{cases} 0, & \delta < (T_S + T_H) \\ \frac{\delta - (T_S + T_H)}{T_{CLK}}, & \delta \geq (T_S + T_H) \end{cases} \quad (4.1)$$

Although the $P_{ILW}$ is categorized for two ranges of SET pulse widths, the model in (4.1) are loosely constrained as only no SET latched and full-SET latched cases are considered. The case that a SET partially covers the latch window is ignored in this work. In reality, the SET latching probability contributed by partially latched SET is not trivial. Moreover, the impact of SET injection location and SET starting timing are not reflected in (4.1). As expressed in (4.1), the $P_{ILW}$ has a linear relation with the SET pulse width and there is not upper bound for $\delta$. If $\delta$ is larger than the clock period, the $P_{ILW}$ in (4.1) exceeds 1, which is not realistic for a definition of probability. An upper bound for $P_{ILW}$ is necessary for multiple-cycle SETs.

The model in [52] improves the probability of latch window masking by assuming that the partially latched SET pulse yields a soft error with the probability of 0.5. The SET latching probability is modeled in equation (4.2), in which the first non-zero probability is the consequence of partially latched SETs.

$$P_{ILW} = \begin{cases} \frac{1}{2} \cdot \frac{T_H + T_S + \delta}{T_{CLK}}, & (\delta < T_S + T_H) \\ \frac{\delta}{T_{CLK}}, & (\delta \geq T_S + T_H) \end{cases} \quad (4.2)$$
In this model, three latching cases are considered: (i) if a SET pulse covers the entire latch window, that SET will be latched for sure (referred to *sure error*), (ii) if a SET pulse partially covers the latch window, that SET has a 50% chance to be latched (referred to *uncertain error*), (iii) if a SET pulse does not enter the latch window at all, that SET does not create a soft error (referred to *silent error*). As this model zooms in different situations happened in the latching window, the accuracy of the SET latching probability is improved. However, similar to (4.1), the effects of SET injection timing and multiple-cycle SETs are not considered in (4.2), either.

The recent probabilistic symbolic model [53] suggests to considering the impact of SET re-convergence on the SET latching probability for accurate SER estimation. In that model, the situations that the duration of SET pulse is less than the width of latching window or larger than the clock period are not considered.

In our previous work [67], we additionally consider the starting moment of the SET pulse with respect to the clock edge and the logic delay of the cell contaminated by a SET injection. A set of closed-form expressions for the latching probability are provided in [67] for a wide range of SET pulse widths, different logic gate delays, clock period, setup and hold time. The preliminary results in [67] indicate that the parameter boundaries in our closed-form expression have a potential to be used in fast and efficient SER evaluation. The limitations of our previous work are: the SET pulse width in our analysis is no more than one clock cycle. In this work, we will address our limitations in the previous work and demonstrate the importance of the new dependent parameters for the single- and multiple-cycle SET latching probability.

4.2.2. Our Main Contributions

The main contributions of this work are summarized as follows:
• The proposed analysis method studies the new dependency factors for SET latching probability, such as the moment when SET is injected and the logic delay of the gate received a SET, in addition to clock period, setup and hold time, and SET pulse width. We derived explicit boundaries of the SET pulse width and the gate delay that are used in the situation of silent errors, uncertain errors and sure errors.

• The proposed analytical model for the SET latching probability differentiates the condition of single-cycle SET injection from that of multiple-cycle SET injection. Previous models cannot be used for the scenarios of multiple-cycle SET injection. We zoomed in the conditions that cause uncertain errors and studied the combination of different error types created by one SET injection. Our analysis and simulation results confirm that the SET latching probability reaches a saturation point after a threshold. Our derivation explicitly indicates the dependency factor for the threshold point.

• We propose a SET injection method that exploits the boundaries of dependent parameters for SET latching probability to estimate the soft error rate. As our method is capable of estimating soft error rate through limited SET injection locations and SET pulse width, our entire SER evaluation process is time-efficient. This method facilitates the soft error rate evaluation on the gate level with affordable simulation time. Compared with existing approaches, our method does not require additional logic gate format change for symbolic analysis and only choose very limited SET injection locations.

4.3. Proposed Latching Window Masking Probability

The terminologies and symbols used in the following analysis are depicted in Fig. 4.1. \( \tau_0 \) is the starting point of the injected SET pulse with respect to the closest clock rising edge. \( \tau_{\text{gate}} \) is the logic gate delay from the beginning of a critical path to the gate receiving a SET pulse. The SET pulse
shown in Fig. 4.1 represents a SET location after that SET propagates through a combinational logic and before reaches the storage element’s input.

Assume a SET pulse is injected into a logic chain followed with a D-flip-flop (D-FF), as shown in Fig. 4.2. An input signal for the circuit in Fig. 4.2 takes $\tau_{\text{gate1}}$, $\tau_{\text{gate2}}$, $\tau_{\text{gate3}}$ and $\tau_{\text{gate4}}$ to reach the

Fig. 4. 1 Parameters used in the analysis of SET injection in this work.

Fig. 4. 2 SET injection on a combinational logic followed with a D flip-flop.
output of Gate 1, Gate2 and Gate3 and Gate4, respectively. If a SET pulse is injected in one of the
gates, the logic of the original signal is pulled down, as shown in the dotted-line in Fig. 4.2. When
no logical masking happens on the affected signal, the logic dent may enter the D-FF latch window
and cause a soft error. As indicated in Fig. 4.2, the starting point of the SET pulse and the pulse
width are critical in determining whether the SET pulse will be latched or not. SETs injected on
gates farther from the D-FF are more sensitive to smaller \( \tau_0 \), as the small \( \tau_0 \) plus the rest of
propagation delay is close to the path length to reach the latch window. For the gates near the
memory cell, a SET injection with a larger \( \tau_0 \) is desired in order to ensure that SET to be latched.

4.3.1. Latching Single-Cycle SETs

In our previous work [67], we provided the close-form expressions for the SET latching
probability, as well as the explicit boundaries for each dependent parameter. For readers’
convenience, we copied them in equation (4.3). As indicated in equation (4.3), the SET latching
probability is a function of the SET pulse width, setup and hold time, clock period, and the gate
delay. When \( T_H < \tau_{gate} < T_{CLK} - T_S - \delta \) and \( 0 < \delta < T_S + T_H \) or \( T_S + T_H < \delta < T_{CLK} - T_S - T_H \), the SET latching
probability only depends on SET pulse width and clock period. This sub-equation is consistent with
previous models expressed in equations (4.1) and (2.4).

For \( 0 < \delta < T_S + T_H \):

\[
P_{ILW} = \begin{cases} 
\frac{1}{2} \left( \frac{\delta + T_H + \tau_{gate}}{T_{CLK}} \right), & (0 < \tau_{gate} < T_H) \\
\frac{\delta}{T_{CLK}}, & (T_H < \tau_{gate} < T_{CLK} - T_S - \delta) \\
\frac{T_{CLK} - T_S - \tau_{gate}}{T_{CLK}}, & (T_{CLK} - T_S - \delta < \tau_{gate} < T_{CLK} - T_S) 
\end{cases}
\] (4.3a)

(4.3b)

(4.3c)
For \( T_S + T_H < \delta < T_{CLK} - T_S - T_H \):

\[
P_{ILW} = \begin{cases} \frac{\delta + \frac{1}{2} (T_H - \tau)}{T_{CLK}}, & \text{if } 0 < \tau_{gate} < T_H \\ \frac{\delta}{T_{CLK}}, & \text{if } T_H < \tau_{gate} < T_{CLK} - T_S - \delta \end{cases} \tag{4.3d}
\]

\[
\frac{1}{2} \left( \delta + T_{CLK} - T_S - \tau_{gate} \right), & \text{if } (T_{CLK} - T_S - \delta < \tau_{gate} < T_{CLK} - T_S) \tag{4.3e}
\]

For \( T_{CLK} - T_S - T_H < \delta < T_{CLK} \):

\[
P_{ILW} = \begin{cases} \frac{1}{2} \left( \delta + T_{CLK} - T_S - T_H \right), & \text{if } 0 < \tau_{gate} < T_H \\ \frac{1}{2} \left( \delta + T_{CLK} - T_S - 2T_S - \tau_{gate} \right), & \text{if } T_H < \tau_{gate} < T_{CLK} - T_S \end{cases} \tag{4.3f}
\]

\[
\frac{1}{2} \left( \delta + T_{CLK} - T_S - \tau_{gate} \right), & \text{if } (T_{CLK} - T_S - \delta < \tau_{gate} < T_{CLK} - T_S) \tag{4.3g}
\]

\subsection{4.3.2. Latching Multiple-Cycle SETs}

In this work, we extend our analysis to the latch probability for multiple-cycle SETs. In the case of single-cycle SETs, we categorize the soft errors induced by SETs into three types: uncertain errors, sure errors, and silent errors \[52\]. If the SET pulse does not cover the entire setup and hold time period, the probability of latching SET is 50%. We refer it as the uncertain error condition (i.e. 50% error). If the SET pulse covers the entire setup and hold time periods, that SET pulse will be latched for sure. We name the 100% SET latching as sure error (i.e. 100% error). Silent error means that the injected SET pulse is not latched by the D-FF (i.e. 0% error). We name the silent error as 0% error. For a multiple-cycle SET, we extend the error type to six categories: 50%-50%, 50%-100%, 100%-50%, 100%-100%, 0%-100%, and 100%-0%, in which the first and second numbers represent the probabilities of latching the SET in the following two cycles.
We use a 50%-100% SET latching as an example to introduce our analysis method for the estimation of SET latching probability. According to the definition of a 50%-100% SET error, the beginning of the SET pulse is partially in the first latch window and the rest of SET pulse remains through the next clock cycle (i.e. covering the entire second latching window). Figure 4.3 shows the 50%-100% error caused by a multiple-cycle SET. The boundaries for each parameter are expressed in equations (4.4) and (4.5), which describe the boundaries for the SET starting and ending edges shown in Fig. 4.3.

\[ T_{CLK} - T_S < \tau_0 + \tau_{gate} < T_{CLK} + T_H \]  \hspace{1cm} (4.4)

\[ 2T_{CLK} + T_H < \tau_0 + \tau_{gate} + \delta < 3T_{CLK} - T_S \]  \hspace{1cm} (4.5)

We arrange equations (4.4) and (4.5) through moving \( \tau_{gate} \) to the two sides of the inequality and obtain the boundary of SET injection time \( \tau_0 \), as expressed in equations (4.6) and (4.7), respectively. We label the four boundary conditions, (a), (b), (c) and (d). By comparing (a)-(d), we conclude the boundary for \( \tau_{gate} \) and \( \delta \) to ensure the SET pulse resulting in the 50%-100% SET latching condition.

(a): \( T_{CLK} - T_S - \tau_{gate} < \tau_0 < (b): T_{CLK} + T_H - \tau_{gate} \)  \hspace{1cm} (4.6)

(c): \( 2T_{CLK} + T_H - \tau_{gate} - \delta < \tau_0 < (d): 3T_{CLK} - T_S - \tau_{gate} - \delta \)  \hspace{1cm} (4.7)

Fig. 4. 3 The multi-cycle SET has entered in to two latch windows, partially covering the first latch.
window (50% chances of error latching) and completely covering the second latch window (100% error latching).

All possible overlap \( \tau_0 \) ranges in equations (4.6) and (4.7) need to be examined. For instance, to satisfy Case 1 in Fig. 4.4, we perform the comparison expressed in equation (4.8). To compute the number of cases shown in the shadow area, we need further ensure the conditions of (b) and (c) all greater than zero. Consequently, we obtain the \( \tau_{gate} \) boundary, as expressed in equation (4.9).

\[
\begin{align*}
    (c) > (a) : & \quad T_{CLK} + T_H + T_S > \delta \\
    (b) > (c) : & \quad \delta > T_{CLK} \\
    (d) > (b) : & \quad 2T_{CLK} - T_H - T_S > \delta \\
    (d) > (a) : & \quad 2T_{CLK} > \delta \\
\end{align*}
\] \rightarrow T_{CLK} < \delta < T_{CLK} + T_H + T_S

(4.8)

\[
\begin{align*}
    (b) > 0 : & \quad T_{CLK} + T_H > \tau_{gate} \\
    (c) > 0 : & \quad 2T_{CLK} + T_H - \delta > \tau_{gate} \\
\end{align*}
\] \rightarrow \tau_{gate} < T_{CLK} - T_S

(4.9)

Fig. 4.4 Four boundary comparison scenarios that determine the number of latched SET cases. (a)-(d) are four boundary conditions in equations (4.6) and (4.7). The shadow area represents the overlapped range defined by (a)-(d).

Based on the defined conditions for \( \delta \) and \( \tau_0 \) in equations (4.8) and (4.9), we can obtain the number of cases that result in such latching condition in equation (4.10), in which \( \Delta t_o \) is the step size between two consecutive \( \tau_0 \)'s in simulations. Finally, we obtain the probability of 50%-100% SET latching, as expressed in equation (4.11).

\[
N_{50\%-100\%} = \frac{(b) - (c)}{\Delta t_o} = \frac{\delta - T_{CLK}}{\Delta t_o}
\]

(4.10)
\[ P_{50\% - 100\%} = \frac{\delta - T_{CLK}}{\Delta t_o} = \frac{\delta - T_{CLK}}{T_{CLK}} \tag{4.11} \]

Table 4.1 Latching probabilities for the multiple-cycle SETs leading to different soft error categories.

<table>
<thead>
<tr>
<th>Latching condition</th>
<th>Corresponding ( \delta ) and ( \tau ) boundaries for each latching case</th>
<th>Error latching probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%-50%</td>
<td>( T_{CLK} &lt; \delta &lt; T_{CLK} + T_H + T_S ) ( \tau_{gate} &lt; T_{CLK} - T_S )</td>
<td>( T_{CLK} + T_H + T_S - \delta ) ( \frac{T_{CLK}}{T_{CLK}} ) ( \tag{4.12} )</td>
</tr>
<tr>
<td></td>
<td>( T_{CLK} &lt; \delta &lt; T_{CLK} + T_H + T_S ) ( \tau_{gate} &lt; T_{CLK} - T_S )</td>
<td>( \delta - \frac{T_{CLK}}{T_{CLK}} ) ( \tag{4.13a} )</td>
</tr>
<tr>
<td></td>
<td>( T_{CLK} + T_H + T_S &lt; \delta ) ( \tau_{gate} &lt; T_{CLK} - T_S )</td>
<td>( \frac{T_H + T_S}{T_{CLK}} ) ( \tag{4.13b} )</td>
</tr>
<tr>
<td></td>
<td>( 2T_{CLK} - T_H - T_S &lt; \delta &lt; 2T_{CLK} ) ( \tau_{gate} &lt; T_{CLK} - T_S )</td>
<td>( \frac{2T_{CLK} - \delta}{T_{CLK}} ) ( \tag{4.13c} )</td>
</tr>
<tr>
<td>50%-100%</td>
<td>( T_{CLK} &lt; \delta &lt; T_{CLK} + T_H + T_S ) ( \tau_{gate} &lt; 2T_{CLK} - T_S - \delta )</td>
<td>( \delta - \frac{T_{CLK}}{T_{CLK}} ) ( \tag{4.14a} )</td>
</tr>
<tr>
<td></td>
<td>( T_{CLK} + T_H + T_S &lt; \delta ) ( \tau_{gate} &lt; 2T_{CLK} - T_S - \delta )</td>
<td>( \frac{T_H + T_S}{T_{CLK}} ) ( \tag{4.14b} )</td>
</tr>
<tr>
<td></td>
<td>( 2T_{CLK} - T_H - T_S &lt; \delta &lt; 2T_{CLK} ) ( \tau_{gate} &lt; T_H )</td>
<td>( \frac{2T_{CLK} - \delta}{T_{CLK}} ) ( \tag{4.14c} )</td>
</tr>
<tr>
<td>100%-50%</td>
<td>( T_{CLK} + T_H + T_S &lt; \delta ) ( \tau_{gate} &lt; 2T_{CLK} - T_S - \delta )</td>
<td>( \frac{T_H + T_S}{T_{CLK}} ) ( \tag{4.15} )</td>
</tr>
<tr>
<td>100%-100%</td>
<td>( T_{CLK} + T_H + T_S &lt; \delta &lt; 2T_{CLK} ) ( \tau_{gate} &lt; 2T_{CLK} + T_H - \delta )</td>
<td>( \delta - \frac{T_{CLK} - T_H - T_S}{T_{CLK}} ) ( \tag{4.16} )</td>
</tr>
<tr>
<td>0%-100%</td>
<td>( T_{CLK} &lt; \delta &lt; 2T_{CLK} - T_H - T_S ) ( \tau_{gate} &lt; T_{CLK} - T_S )</td>
<td>( \frac{2T_{CLK} - \delta}{T_{CLK}} ) ( \tag{4.17} )</td>
</tr>
<tr>
<td>100%-0%</td>
<td>( T_{CLK} &lt; \delta &lt; 2T_{CLK} - T_H - T_S ) ( \tau_{gate} &lt; T_H )</td>
<td>( \frac{2T_{CLK} - \delta}{T_{CLK}} ) ( \tag{4.17} )</td>
</tr>
</tbody>
</table>
The rest of SET latching window masking probabilities (4.12)-(4.17) for other error scenarios are summarized in Table 4.1. SET latching probabilities provided in Table 4.1 are differentiated from a specific range for \( \delta \) and \( \tau_{\text{gate}} \). The main difference between our analytical model and the existing model is that we have considered factors such as \( \tau_{\text{gate}} \) and \( \tau_0 \). By including new dependent factors in the model, we obtain more precise SET latching probabilities. Another key difference is, the parameter boundaries in Table 4.1 are more refined than other models. Our new model facilitates fast SET effect assessment as we can exploit the parameter boundaries to avoid a large amount of random simulation that yields the same SET latching probability or soft error rate.

4.4. Fast SET Injection Approach for SET Assessment

In Monte-Carlo random simulation approaches, all possible situations that result in an error need to be considered. These cases depend on the input pattern, SET pulse width, logical gates used in the circuit, SET injection time and location. However, considering all the possible cases of random simulation is time-consuming. In order to speed up the procedure by decreasing the number of test cases, we propose to use the determined specific boundaries for \( \delta \) and \( \tau_{\text{gate}} \). These boundaries define a set of situations that reflect the same error latching probability. Therefore, the number of test cases depends on the number of boundaries defined for each error latching probability derivation (certainly, one can also slightly increase the test cases). For each set of logic gate delay boundary we have kept the SET pulse width fixed. Since the SET latching probability depends on the moment when SET reaches the latch window, logic gate delay and the injection time play a significant role in SET latching. Each circuit can be divided into a few number of blocks containing gates with the same logic delay boundary. In this case we can group the gates based on their distance to the memory cell. Categorizing the logic gates gives us the ability to choose limited test cases that result in a faster soft error rate (SER) estimation.
The proposed SER estimation model is presented in equation (4.18).

\[
SER = \frac{\sum_{i=1}^{n} \left( P_{LG} \cdot P_{ILW} \right)_i \cdot \left( \frac{N_{gi}}{\sum_{k=1}^{n} N_{gk}} \right)}{n} \tag{4.18}
\]

where \( P_{LG} \) is the probability of no logical masking, \( P_{ILW} \) is the probability of no latch window masking, \( N_{gi} \) is the number of logic gates in the \( i \)th logic category, and \( \sum_{k=1}^{n} N_{gk} \) represents the total number of logic gates. \( P_{LG} \) is achieved from random simulations by keeping the SET pulse width constant. \( P_{ILW} \) is obtained from equations (4.3) and (4.12)-(4.17). In this work, the electrical masking has not been considered due to the gate level analysis. According to our model we have separated the entire circuit into different blocks and each block contains gates that are in a specific range of logic delays. We also need to choose limited gates from each selection to be able to decrease the simulation time significantly. Thus, the number of selected gates in each block should be divided over the number of total logic categories to represent an average value.

4.5. Experimental Results

4.5.1. Experiment Setup

The SET injection is typically modeled with a current source expressed in equation (4.19) [15]

\[
I(t) = \frac{Q_{coll}}{t_f - t_r} \left( \exp\left(-\frac{t}{t_f}\right) - \exp\left(-\frac{t}{t_r}\right) \right) \tag{4.19}
\]

in which, \( t_f \) is the falling time, \( t_r \) is the rising time, and \( Q_{coll} \) is the total collection charges that are deposited by a particle-strike-induced current pulse. For instance, a SET pulse is injected to the drain terminal of Gate1 in Fig. 4.2. Because of charging the output capacitor, the SET current pulse is converted to a non-ideal square voltage pulse, as shown in Fig. 4.5. As the pulse is propagated through the logic network, the SET-induced voltage pulse gradually becomes a square pulse.
Considering this characteristic, we assume the SET pulse injected to the circuit under test is a square pulse in this work.

![SET Current and Output Voltage Graph]

Fig. 4. SET voltage pulse modeling in this work.

In the following experiment, a chain of exclusive-OR (XOR) gates and three modified ISCAS’85 benchmark circuits were synthesized in Synopsys Design Compiler. Three ISCAS’85 benchmark circuits, c432, c1355, and c6288, are modified by adding D-FFs for each primary output, in order to examine the latching probability of SETs injected in the middle of circuits. Post-synthesize simulation were performed in Cadence Verilog-XL tools to collect the D-FF output errors, circuit output errors and masked errors. A TSMC 65nm CMOS technology was used in all of the following simulations.

4.5.2. Accuracy Evaluation of Proposed Analytical Model

We first verify the proposed model on an inverter chain. Because inverter does not have logical masking capability, SER of this circuit is equal to the probability of the propagated SET falling in the DFF latch window. We compared the outputs of the circuit experiencing SETs with that of the golden circuit after every SET injection. Equation (3.4) indicates that the probability that SET enters
the flip-flop latch window is typically proportional to the SET pulse width $\delta$, despite of different coefficients and constant offsets. Simulation results shown in Fig. 4.6 confirm our predictions: (i) SER increases with SET pulse width; (ii) the SER slope increase varies with different logic gate delay and SET pulse width. The accuracy of our proposed model is over 92% and the average accuracy is 95.7%. The high accuracy achieved here is mainly contributed by the accurate probability related to the latching window masking effect. The proposed analytical model precisely considers various timing-dependent situations of when SETs are latched by memory elements, rather than a single SET latching moment [53]. Although Miskov-Zivanov et. al. [53] noticed the impact of latching window effects on SER estimation, their work only considers the situation of $T_S + T_H < \delta$. Since our approach further zooms in different SET-latching timing conditions, our model achieves a better estimation accuracy for the SET latching probabilities and reliable SER prediction.

Fig. 4. 6 Simulated soft error rate for the inverter chain.
In this work, we also verify the latching probability model for multiple-cycle SETs. As an XOR gate does not have logical masking effect, we first use XOR chain (shown in Fig. 4.7) to assess the latching window masking effect. SET pulses were injected to one XOR gate in Fig. 4.7 to flip the gate output logic. Because XOR lacks logical masking capability, the consequence of SET injection is propagated to the entry of D-FF. If the propagated SET pulse is in the range of DFF latching window, that SET is latched and causes an error.

We verified the SET latching probabilities in Table 4.1 by varying SET pulse width and SET injection location. As equations (12)-(17) are the SET latching probability after averaging $\tau_0$, we randomized the SET starting time within a clock cycle in this set of experiments. The number of latched SETs were recorded and sorted for different SET latching cases as categorized in Table 4.1. We use nine pie charts shown in Figs. 4.8-4.10 to conclude the trend of SET latching probabilities and identify the dominant SET latching cases. The SET latching probability for 100%-100% cases increases with the increase of $\delta$. For instance, as shown in Fig.4.8 (a)-(c), the SET latching probability increases from zero to 60.53% as the SET pulse width $\delta$ increases from one clock-cycle to 1.975 clock-cycles. Similar trends are observed in Figs.4.9 and 4.10. This trend matches to the linear proportional relationship between $\delta$ and the latching probability as indicated in equation (4.15). Those results also match to our physical understanding that a SET pulse with a higher $\delta$ can inherently cover more latch windows. As a result, the probability for 100%-0% cases decreases due
to the increase of $\delta$. This negative trend matches to the negative proportional relationship between and latching probabilities indicated in our equations (4.16) and (4.17). Comparing three figures in Figs. 4.8-4.10, we observed that the 0-100% and 100%-100% SET latching cases are alternatively dominant in the overall latching probability. We placed the 50%-100% and 100%-50% categories together in our simulation results as the SET latching probabilities for these two categories are similar. In the 65nm TSMC library used in our experiments, $T_S$ and $T_H$ are all equal to 19ps. As the clock period $T_{CLK} = 1.6$ns, the probability indicated in equations (4.13) and (4.14) is relative smaller than other SET latching probabilities. This is consistent with our simulation results shown in Fig. 4.8(a), Fig. 4.9(a) and Fig. 4.10(a). The 50%-50% latching case can only be found when $\delta$ is in the smallest values. Both equation (4.12) and Figs. 4.8-4.10 confirm that 50%-50% SET latching probability are the smallest portion for the overall SET latching probability.
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Fig. 4. 8 The first XOR gate in the XOR chain receiving SET pulse (a) 1 cycle, (b) 1.375 cycles, and (c) 1.975 cycles.
Fig. 4.9 The fourteenth XOR gate in the XOR chain receiving SET pulse (a) 1 cycle, (b) 1.375 cycles, and (c) 1.975 cycles.

Fig. 4.10 The 23rd XOR gate in the XOR chain receiving one SET pulse with the length of (a) 1 cycle, (b) 1.375 cycles, and (c) 1.975 cycles.

4.5.3. Impact of Dependency Factors on Latching Window Masking

4.5.3.1. Impact of SET Injection Timing

The SET injection timing affects the probability of SET pulse entering the latch window. We examine this dependence on the NAND gate network shown in Fig. 4.11(a). The SET pulse width for this set experiment is 120ps. We vary \( \tau_0 \) from 20ps to 150ps, each step 10ps. As shown in Fig. 4.11(b), the starting point of SET pulse on n1 (the gate farther to D-FF) is earlier than that of SET pulse on n8 (the gate nearer to D-FF) to reach a saturated error rate. This means, a later starting point of SET pulse on the farther gate may lead to an underestimated soft error rate. Figure 4.11(b) also shows that the saturated error rate obtain at SET injection on farther gates does not reflect the maximum error rate. This is because logical masking has reduced the soft error rate. To find the...
maximum error rate, one needs to inject SET pulses to the gate closer to registers. When the SET pulse starting point is greater than 100ps, soft error rate begins to drop because the propagated SET pulse starts to leave the latch window of the followed D-FF.

Fig. 4.11 Impact of SET starting time on soft error rate. (a) A NAND gate network. (b) Soft error rate for NAND network.

Experimental results on XOR gate network (i.e., replacing NAND2 with XOR2 in Fig. 4.11(a)) are more interesting than those for NAND gate network. As shown in Fig. 4.12, the SET pulse injected on any gate in the XOR network reaches the same saturated error rate, although the starting points for SET pulse are different. In Fig. 4.12, the soft error rate demonstrates a periodic feature. Take n5 as an example, the soft error rate first increases with the increase of $\tau_0$; after saturation, the soft error rate of n5 grows again at 140ps. The first peak of error rate is caused by the factor that SET is latched in the next cycle. The error rate growth at 140ps is because the SET pulse is latched in the cycle after next clock. As the SET pulse width for Fig. 4.12 is 60ps, the saturation width of soft error rate is short.
Fig. 4.12 Impact of SET starting time on soft error rate for a XOR network.

We use one benchmark circuit, c432, to demonstrate the impact of SET injection timing on the SET latching probability. More precisely, the SET injection timing $\tau_0$ means the starting point of SET pulse with respect to the clock edge that the DFF starts to sample new inputs. A larger $\tau_0$ means the starting time of the injected SET pulse is later in the clock cycle. Figure 4.13 shows the number of latched SETs for eight million test cases while SET injection timings were varied. In this experiment, the clock period is 1600ps (slightly larger than the critical path delay of c432 in 65nm). Eleven data points for different $\tau_0$s are plotted in Fig. 4.13. Six gates on one of the critical paths of c432 are selected to inject SET pulses. The subscript of ST$_{j}$ ($j=1\ldots6$) on the right side of the gate instance name (e.g. N118) indicates the occurrence order in time. As shown in Fig. 4.13(a), as the gate gets closer to the end of the critical path, the peak value of the latched SETs occurs at a larger $\tau_0$. For example, N429 (ST6) reaches the peak value at 890ps; in contrast, N203 (ST3) reaches the peak value at 670ps. Since $\delta$ of 100ps in Fig. 4.13(a) is close to the step size of $\tau_0$, only one peak point is observed. When $\delta$ increases to 500ps, the peak value of latched SETs remains same for four data points, as shown in Fig. 4.13(b). Moreover, the peak value in Fig. 4.13(b) occurs at a smaller $\tau_0$ than that in Fig. 4.13(a). The difference on the number of latched SETs for each gate is originated from logical masking effects. It is clearly shown in Fig. 4.13 that random starting timing of the SET
pulse leads can lead to a large variation on the number of latched SET pulses, thus large variation on soft error rate estimation.

Fig. 4.13 The number of latched SETs for SET pluses being injected to different gates on a critical path of c432. (a) δ=100ps, (b) δ=500ps.

4.5.3.2. Impact of the Ratio of SET Pulse Width over Clock Period

Our derivation indicates that the SET latching probability has a strong dependency on clock period, SET pulse width, and the SET injection timing with respect to the clock period. We chose two benchmark circuits, c432 and c1355, to validate our derivation. The circuit c432 has a large variety on the applied logic gates; 68 out of 160 gates do not have inherent logical masking capability. In contrast, the circuit c1355 only have 67 out of 546 gates that cannot mask SET-induced errors via the gates themselves. Based on the worst-case delay reported by the Synthesize tool Design Compiler, we selected a slightly higher number than the worst-case delay for the clock period of each benchmark circuit and performed post-synthesize simulation in Cadence NCVerilog. The clock period used in this experiment is 2.4 ns. Three different SET pulse widths were used to examine the impact of the ratio of SET pulse width over clock period on the number of SETs.
Single SET pluses were injected to all possible gates in the benchmark circuit. Each data point in Figs. 4.14 and 4.15 was collected after over eight million testing cycles. We randomly chose the SET starting point for each SET pulse injection. Comparing Fig. 4.14(a)-(c), we can see that the number of latched SETs varies more significantly for a larger δ/CLK ratio than a smaller one. This means, for a given clock period, increasing SET pulse width results in increasing the probability of a SET being latched. The scattered data points can be interpreted that random SET injection location leads to a noticeable variation on the SET latching probability, as each gate has a
different logic delay to reach the flip-flop latching window and different logical masking capability. The variation of SET latching probability does not only come from different logical masking capabilities of the gate received the SET pulse, but the delay of that gate in the critical delay path also plays an important role. Figure 4.15 confirms the conclusion above.

We further validate our conclusions by varying the clock period and SET pulse width in the simulation of c432 and c1355. As shown in Fig. 4.16, no matter δ or clock period T_{CLK} is changed, a higher ratio of δ/ T_{CLK} always results in a higher standard deviation of the number of latched SETs in a given simulation time. Figure 4.16 also shows that c432 has a higher standard deviation on the number of latched SETs than c1355. One of the reasons for that is c432 has a larger variety on the implemented gate types and a higher ratio of gates w/ over w/o logical masking capability than c1355.

![Fig. 4.16 Standard deviation of the latched SETs by varying clock period and SET pulse width. (a) c432, (b) c1355.](image)

4.5.3.3. Impact of Gate Delay and SET Pulse Width

We examine the impact of gate delay and SET pulse width on the SET latching probability of an XOR chain shown in Fig. 4.7. Again, there is one SET pulse injection per time in this experiment. As shown in Fig. 4.17, the SET latching probability is close to 1 (i.e. 100% latching probability),
because XOR gate does not have inherent logical masking capability. The gate delay shown in Fig. 4.17 represents the position of the XOR gate in the chain. The larger gate delay means being closer to the flip-flop at the end of the XOR chain. As shown in Fig. 4.17, the SET latching probability of the earlier gates in the XOR chain is slightly less than that of the latter gates, when the SET pulse width is just over one clock cycle long. This is reasonable because the earlier gate has a longer path to propagate the SET effect to the latching window and there is still a chance of error masking. If we sum up all possible error conditions listed in Table 4.1, we have the overall SET latching probability, expressed in equation (4.20), for the gate delay within the range between $T_H$ and $2T_{CLK}+T_H-\delta$. In this experiment, $T_{CLK}$, $T_S$ and $T_H$ are 1.6ns, 19ps, and 19ps, respectively. The inaccuracy of our derived $P_{ILW}$ (=0.97625) is less than 2%, compared to the simulated $P_{ILW}$ of 0.995.

$$P_{ILW} = \frac{T_{CLK} - T_S - T_H}{T_{CLK}}$$

(4.20)

Fig. 4.17 Simulated SET latching probability for the XOR Chain shown in Fig. 7.4.

Multiple-cycle SET injection in a circuit without inherent logical masking yields a SET latching probability close to 1. Now, we perform the similar experiment on a large-scale benchmark circuit C6288 from ISCAS’85, which has effects of SET pulse broadcast and re-convergence. We combined the SET latching probability and logical masking probability into the overall soft error
We define the soft error rate as the ratio of the number errors detected by comparing the faulty version with a golden model over the total test cases. As shown in Fig. 4.18(a), generally the soft error rate increases with the increasing $\delta$, if $\delta$ is less than one clock cycle. For some gates that have strong logical masking capability for the given input pattern, the soft error rate in Fig. 18.4(a) experiences some dents. When $\delta$ is greater than one clock cycle, the non-logical masking gate produces a latching probability of 1; two valleys shown in Fig. 4.18(b) are caused by logical masking. To zoom in the impact of multiple-cycle $\delta$ on the latching probability, we chose four random gates and randomized SET injection location. As shown in Fig. 4.19, the SET latching probability remains nearly constant when $\delta$ is slightly larger than one clock cycle. As $\delta$ keeps increasing, the SET latching probability approaches 1. The curve for random gate in Fig. 4.19 shows that the variation on the SET latching probability is up to 3.1%.

Fig. 4. 18 Simulated SET latching probability for c6288 experiencing SET pulse (a) less one cycle, and (b) greater than one cycle.
4.5.4. Simulation Time Reduction

We compared the simulation time for random simulation to reach a stable soft error rate (SER) with that for our semi-random method. Modified c1355 benchmark circuit was used in the experiment performed for this section. In random simulation, the gate receiving a SET pulse and the SET starting timing were random. As shown in Fig. 4.20(a), the SER obtained from Monte-Carlo (MC) random simulation has a variation of 50% (=the second data point 0.014286/ the last stable data point 0.028554. We ignore the first data point). In the proposed method, we used the same random input patterns as we used in the random simulation, and multiplied the measured SER with $\delta/T_{CLK}$ (=500/3200 in Fig. 4.20(a)) to predict the average SER. We specified the reasonable stable SER as the variation swing amplitude is within 5% of the final stable SER. The proposed method reaches the stable SER at the time of the 1165\textsuperscript{th} cycle. The random simulation reaches a stable data point at the 2920\textsuperscript{th} cycle. This means that the proposed method can reduce the simulation time by 60%, as the proposed method only need a small amount of simulation time to reach a stable SER. We increased the SET pulse width to 600ps and repeated the same experiment. As shown in Fig. 4.20(b), the proposed reaches the stable SER at the time of the 580\textsuperscript{th} cycle. The random simulation reaches a stable data point at the 2665\textsuperscript{th} cycle. This means that the proposed method can
reduce the simulation time by 78.2%. We repeated the experiments on the modified benchmark circuits c432 and c6288. As shown in Fig. 4.21, the proposed method reduces the deviation on soft error rate significantly faster than random simulation.

![Graphs showing reduction in soft error rate and deviation](image1)

Fig. 4. 20 Reduction of simulation time for c1355. (a) δ=500ps. (b) δ=600ps.

![Graphs showing deviation reduction](image2)

Fig. 4. 21 Deviation reduction achieved by proposed method. (a) c432, (b) c6288.

4.6. Conclusion

As single-event transients are expected to occur more often and remain longer than those in old technology nodes, studies on the SET latching probability are imperative to precisely estimate soft
error rate for integrated circuits in the nanometer regime. In previous work, the model for SET latching probability is simple and derived for single-cycle SETs. In this work, we propose a systematic analysis method to precisely model the SET latching probability, which additionally considers SET injection location, SET starting time, and the scenarios of multiple-cycle SET injection. Our model is more comprehensive than the existing model of SET latching probability; thus, our model has a potential to improve the accuracy of soft error rate estimation.

Simulation on the circuit without inherent logical masking capability show that the proposed systematic analyses method achieves up to 97% average accuracy for single-cycle SETs, and 98% accuracy for multiple-cycle SETs. Our case studies on ISCAS’85 benchmark circuit show that the SET latching probability has strong dependency on the SET injection location (i.e. the gate delay from the beginning of a critical path) and the SET starting time with respect to a clock latching edge. Our analytical model for new dependent parameters is consistent with the trend obtained from Monte-Carlo simulation. As our semi-random simulation method fully exploits the boundaries and explicit latching probabilities indicated in the proposed model, our method reduces the SET assessment time by up to 78% in the c6288 circuit, compared with Monte-Carlo simulation. Significantly simulation time reductions are also observed during the evaluation of soft error rate for c432 and c1355 benchmark circuits.
Chapter 5. Assessing CPA Resistance of AES with Different Fault Tolerance Mechanisms

5.1. Introduction

Cryptographic algorithms have become essential for the security-critical applications such as military, government, and banking systems. The extremely high computation complexity of ciphers prevents the key recovery through brute-force guessing methods, however advanced security attacks [73-76, 14, 15] are possible to make the cryptosystem fail. Fault attacks (FAs) [73-76] compromise the cipher implementation and produce faulty ciphertexts for cryptanalysts to retrieve the encryption key. FA can be done using deliberate injection of faults into cryptographic devices by means of white light, laser beam, voltage/clock glitch, and temperature control [13]. Faults induced by fault attacks have certain similarity with the random faults caused by radiation environment. No matter what kind of fault (random or intentional) is introduced to the cryptographic device, it is imperative to implement an effective fault tolerance mechanism into the cryptosystem. Traditional fault-detection methods for cryptosystems exploit information redundancy [80, 81, 82, 83, 78], spatial redundancy [16], or time redundancy [84] to detect faults and generate an alert signal to stop the normal operation. We are referring fault detection as fault tolerance because once fault is detected, faulty intermediate state will be recomputed. Side-channel analysis attack (SCA) is another type of attacks that studies the side channel signals of the cryptographic hardware, such as power, delay, and temperature to guess the secret key. SCAs are categorized in simple power analysis (SPA) [15], differential power analysis (DPA) [15], and correlation power analysis (CPA) [14]. As CPA requires far fewer traces for recovering the key than SPA and DPA, it is the most commonly used power analysis method lately.

Countermeasures to thwart fault attack and side-channel attack are typically investigated in a separate fashion. Unfortunately, thorough investigation on how one countermeasure specifically
for one attack affects the efficiency of another attack is not explored much. In this work, we focus on the investigation of how fault detection (FD) mechanisms affect the efficiency of CPA attack. As Advanced Encryption Standard (AES) [72] is one of the most widespread cryptographic algorithms, we use AES as the subject in this work. The existing work [20, 66] concludes that the use of parity codes in the S-Box of AES for fault detection makes CPA succeed faster than the S-Box without any fault detection mechanisms. Unfortunately, that observation is based on the gate-level simulation on the S-Box only, rather than a real hardware emulation of the complete AES. Moreover, the power model used in the early work [20, 66] is Hamming weight, not the powerful Hamming distance. Hamming distance model is powerful because it can retrieve more number of subkeys in given number of power traces than Hamming weight model. Next to fill in the gap, we assess the CPA resistance of the AES protected with different types of fault-detection mechanisms on a FPGA platform.

In Section 5.2, we introduce a brief overview of AES structure and representable fault detection methods for AES against random and intentional faults. Section 5.3 provides the experimental setup. We present the emulation results on FPGA in Section 5.4. Finally, we conclude this work in Section 5.5.

5.2. Preliminaries

5.2.1. AES Structure

AES is a symmetric block cipher, which accepts plaintext and key (128, 192, or 256 bits) as input and generates the ciphertext after $N_r$ iterations. The number of rounds $N_r$ depends upon the key size. The AES encryption process is shown in Fig. 5.1. The AES algorithm’s internal operations are performed on a two dimensional array of bytes called State, and each byte consists of 8 bits. The key schedule algorithm is used to scramble the key used for each round. While
ShiftRows, MixColumns and AddRoundKey are linear operations, SubBytes is non-linear. In this work, we use look up table implementation for S-Box [72].
5.2.2. Typical Fault-Tolerance Mechanisms for AES

Traditional fault-tolerance methods for cryptosystems exploit information redundancy, spatial redundancy, or time redundancy to detect faults. In this subsection, we briefly introduce three common FT methods.

5.2.2.1 Hardware Redundancy based FT

The simplest fault tolerance method is double modular redundancy (DMR) [81], in which the original function is duplicated. Comparison of the outputs from the two copies can indicate the inconsistency caused by faults. DMR can be applied at operation level, round level as well algorithm level. The DMR can be extended to triple modular redundancy (TMR), where the original function can be repeated three times followed with a majority of voter.

5.2.2.2 Parity Code based FT

Parity based fault detection techniques have been explored widely for AES cipher [80-83, 78]. The output parity bits of each transformation in every round are predicted from the inputs of the corresponding transformation [80-83]. S-Box and its parity prediction are non-linear and complex and are implemented using look up table [80, 81, 78] as well as logic gates in composite field for higher performance [83]. The approach in [78] is based on storing the one-bit predicted parity of the S-Box in a table and comparing it with the actual parity. The parity schemes presented in [82] are independent of the structures of the S-Boxes and the inverse S-Boxes.

5.2.2.3 Inverse Function based FT

Karri et al. [16] developed a systematic concurrent error detection approach for symmetric block ciphers at the register transfer level. This method exploits the inverse relationship between the encryption and decryption at the individual operation level, round level, and algorithm level.
5.2.3. Correlation Power Analysis (CPA)

Before CPA, we first need to obtain the power history of the cryptographic device consumed during the encryption process. Next, the adversary uses the intermediate state values to determine if there is a correlation between the measured power trace and the power predicted by the adopted power model. The basic equation for a CPA [77] attack is shown in eq. (5.1), where \( r_{i,j} \) is the correlation coefficient at point \( j \) for the key hypothesis \( i \), \( t_{d,j} \) is the power measurement of trace number \( d \) at point \( j \), and \( h_{d,i} \) is the hypothetical power consumption of hypothesis \( i \) for trace number \( d \), with a total of \( D \) traces. \( h_{d,i} \) in eq. (1.5) is related to the power model either Hamming distance or Hamming weight [18]. A higher correlation coefficient \( (r_{i,j}) \) indicates a closer key guess.

\[
    r_{i,j} = \frac{D \sum_{d=1}^{D} h_{d,i} t_{d,j} - \sum_{d=1}^{D} h_{d,i} \sum_{d=1}^{D} t_{d,j}}{\sqrt{ \left( \sum_{d=1}^{D} h_{d,i} \right)^2 - D \left( \sum_{d=1}^{D} h_{d,i}^2 \right) } \sqrt{ \left( \sum_{d=1}^{D} t_{d,j} \right)^2 - D \left( \sum_{d=1}^{D} t_{d,j}^2 \right) } }
\]

(5.1)

Hamming weight power model was first adopted for SCA because of its simplicity. The Hamming weight model predicts the power by assuming the previous intermediate state is a zero string [18]. Later, the Hamming distance power model removes the assumption of zero string and generates a more accurate power prediction by predicting the power based on the previous state.

5.3. Our Objective and Experimental Setup

5.3.1. Study Objective

The object of this work is to assess the CPA resistance of the AES with different fault-detection (FD) methods, double modular redundancy (DMR), inverse function (inverse), and even parity check code (parity). The AES implementation interested in this work is iterative round operation. Fault-detection methods are applied to MixColumns and SubByte (i.e. S-Box hereafter), which are two representable linear and non-linear operation steps in AES.
5.3.2. Hardware and Software for Experiments

We used the SAKURA-G FPGA board that is designed for research on hardware security such as Side-Channel Attacks (SCA) and Fault Attack (FA). This board contains two Spartan-6 FPGAs: one (LX75 FPGA) for a cryptographic implementation and the other one (LX9 FPGA) for power traces capturing. Verilog-HDL code for AES from [79] was downloaded to the SAKURA_G board. A Python-based ChipWhisperer [14] software was used to performance power trace capturing and analysis. In order to use the ChipWhisperer software and perform a synchronous sampling for collecting the power traces, we used the hardware OpenADC along with the SAKURA-G board. This Analog-to-Digital Converter was mounted right on top of the SAKURA-G board as shown in Fig. 5.2. The SAKURA-G board is connected to the PC through a USB download cable that is

![Fig. 5. 3 Power traces for AES with four different fault tolerance methods in S-Box.](image)

![Fig. 5. 4 Zoomed-in Power traces for AES with (a) FT in S-Box, and (b) FT in MixColumn.](image)
supported by Xilinx iMPACT downloader to provide a serial connection for programming the FPGAs.

The whole experiments follow the same routine, which is described below: The encryption implementations are done based on a fixed key and 7,000 random plaintexts. According to a preliminary set of results, it was understood that the key could be recovered by around 7,000 power traces for the iterative AES encryption algorithm that was programmed in the SAKURA-G board. In the following experiments, we chose the 128-bit AES configuration with the look-up table for the SubByte that is also called S-Box. The number of power traces required for retrieving all the subkeys in different experiments change. In order to shorten the experiment time we kept the number of random plaintexts fixed and focused on analyzing the number of subkeys that were recovered in 7,000 power traces.

We used Hamming distance as the power model in the attack procedures. In order to prove the strength of Hamming distance over Hamming weight power model, we have provided a set of experiments using Hamming weight and Hamming distance for a same condition. Our results in Section IV.C show that Hamming distance power model is more powerful model than Hamming weight one, as the CPA with Hamming distance model can retrieve the key with less power trace.

5.4. Experimental Results for CPA on AES

5.4.1. Comparison of Single Power Traces of Different FDs

The power traces of the AES implementation with different FD methods are compared in this subsection. The same plaintext and key were applied to all the four different AES implementations: (1) no fault detection (no FD), (2) double modular redundancy based FD (DMR) [70], (3) even parity check code based FD (parity) [80], and (4) round-level inverse function based FD (inverse) [6].
Figure 5.3 shows four different power traces for ten computation rounds of the AES with and without FD in the S-Box. Due to the different fault detection mechanism, the captured power traces of the AES are different. We zoomed in the power trace details of Fig. 5.3 are in Fig. 5.4(a). As can be seen, different fault detection methods lead the occurrence of power transition peaks at the different moments. In addition, the magnitude of peak power also varies with the FD method. We repeated the experiment on the AES with FD schemes on the MixColumn transformation in Fig. 5.4(b). Comparing Figs. 5.4(a) and (b), we found out that, if the same fault detection method is applied to the different operation steps, the power peak magnitude and the time of occurrence will have different offsets. This indicates that different FD methods or different FD locations will add different levels of impact on the key retrieval process.

5.4.2. Key Retrieval Speed Comparison

In this work, we adopt partial guessing entropy (PGE) [28] as an evaluation criterion, which determines the average number of guesses that would take to estimate the correct value of a single subkey byte. The ‘partial’ is referred to the guessing entropy on each subkey rather than complete encryption key. The PGE of zero indicates that Subkey is perfectly known. As soon as the sum of all PGEs for AES subkey bytes is zero, no more guessing is needed and the complete key bytes are found by the CPA method. Therefore, we use the accumulated PGE (APGE) as a metric to examine when the key retrieval is completed.

5.4.2.1. PGE Variations over Number of Analyzed Power Traces

SubByte is the most important non-linear operation in the AES and can be implemented with a lookup table, so called S-Box. Fig. 5.5 shows the PGE for each subbyte key in the process of key retrieving. As each byte has 8 bits, the total number of guess attempts for each subkey byte is up to 256. If the number of required guesses decreases to 0 (i.e. PGE is zero), that means the subkey
byte has been recovered through CPA. It is expected that the PGE of the AES without FD goes to zero faster than the AES with a FD mechanism. In this case, the fault detection mechanism actually makes it more difficult to retrieve the key than the original AES implementation. Figure 5.5 indicates that the PGE for the AES without FD and with FD (parity check code) in S-Box eventually decreases, as the number of power traces used in CPA increases. But, the S-Box with parity FD needs a larger number of power traces to retrieve the total key bytes than the one without FD.

5.4.2.2. Impact of S-Box with FT on Key Retrieval Speed

We examined the impact of different fault-detection methods on the key retrieval speed. As shown in Fig. 5.6, the AES implementation with different FD schemes yields different APGE compared with no FD. This confirms that the fault-detection mechanism do NOT positively affect the efficiency of CPA. Instead, different FD methods increase or decrease the APGE at different degrees. As shown in Fig. 5.6, the parity method leads to the highest APGE at the first 1,400 traces than other methods. This means, if a limited number of power traces are available, the parity FD method makes the key retrieving more difficult than other FD methods and in need of reasonably more subkeys guess. We further observed that the cause of non-zero PGE is sometimes originated from the same subkey byte. Therefore, we used another way to assess the speed of key retrieval and verify our understanding on the impact of adding different FD methods on the strength of CPA. Therefore, we analyzed the number of subkey bytes that were recovered at each power trace interval, as shown in Fig. 5.7. For instance, given 3,500 power traces, 100%, and 75 % more subkey bytes are retrieved from DMR and inverse function based FD methods, respectively compared with no FD case. In case of parity based FD, the number of retrieved subkey are 25%
less than the No FD case. In Fig. 5.7, we can see that DMR and inverse FD are able to retrieve the
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Fig. 5. 5 Partial Guessing Entropy for the AES S-Box (a) without fault detection, and (b) protection with a parity check code.

![Graph](image3)

Fig. 5. 6 APGE for different FD methods applied to S-Box
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Fig. 5. 7 The number of subkey bytes found over different number of power traces in S-Box.
key faster than no FD case as these operations increase the power consumption and related correlation. DMR is the fastest method and the parity is the slowest one. The total subkey bytes retrieved with parity FD at the 6000 power traces are just 10 compared with other FD methods.

5.4.2.3. Impact of MixColumns with FT on Key Retrieval Speed

We repeated our experiments on the MixColumns transformation as well. No FD, DMR, parity, and inverse functions are applied to the MixColumns, respectively. The prediction of parity bits for the MixColumns is based on the work [8]. To obtain the inverse function of the MixColumns, we converted the System Verilog version of inverse function for MixColumn published on the opencore website [79]. As shown in Fig. 5.8, the APGE for all FD cases for the MixColumns is almost same after 5000 power traces except parity based FD mechanism. Similarly, we checked the number of retrieved subkey bytes over different numbers of power traces. As shown in Fig. 5.9, the key retrieval speed for the parity based FD is slowest among other FD, i.e. DMR and inverse. This conclusion for parity based FD is consistent for MixColumns compared to S-Box transformation. Even though in 6000 power traces, number of subkey bytes in DMR and inverse FD is more than parity FD, the key retrieving process is slower compared with application of same FD schemes in S-Box. The reason for this can be the optimization of design area by Xilinx synthesis tool. Although the MixColumns module uses much less FPGA slices than S-Box, the speed of key retrieving in the MixColumn with different FD methods is as significant as that in the S-Box.

5.4.3. Impact of Power Models in CPA on the Efficiency of Key Retrieving

In Section 5.2.3, we have differentiated the Hamming weight and Hamming distance power models in CPA. Regazzoni et al. [20] performed the CPA using the power traces obtained from the transistor-level simulation on the S-Box protected with parity check codes. Their CPA was based
on the Hamming weight power model. The result presented in [20] showed that the key retrieval process is faster when the FD is presented in the AES implementation, comparing with the no FD case. In this section, we repeated the same experiment as we did for Fig. 5.6, except using the Hamming weight power model in the CPA instead of using Hamming distance one.

To have a reasonable comparison, we used the same set of power traces that were used in the experiment for Fig. 5.6. As shown in Fig. 5.10, the parity based FD method indeed results in a significant decrease in APGE comparing with the no FD case. This observation matches to the simulation result in the early work [20]. If Hamming weight power model is adopted in the CPA, adding a FD method to an S-Box indeed increases the vulnerability of the AES against CPA except
the parity check code based.

We take the parity method used in S-Box as an example to compare the APGE trend for two CPA attacks with different power models: Hamming distance (HD: AES last round-state) and Hamming weight (HW: AES S-Box output, first round (Enc)). As shown in Fig. 5.11, the CPA using the Hamming weight power model requires more power traces to recover the subkey bytes than the CPA using the Hamming distance model.

![Fig. 5. 10 Accumulated PGE for different FD methods applied to the S-Box with HW power model.](image)

![Fig. 5. 11 APGE obtained from different power.](image)
5.4.4. Impact of Multiple FT Methods on the Efficiency of Key Retrieving

The experimental results in the previous section reveal that the FD method on different computation steps has different impact on the key retrieval speed through CPA. In this part we studied the impact of different number of FDs in the AES implementation on the key retrieval speed. As the number of key retrieval analysis increases, the achieved APGE is more consistent.

Fig. 5.12 compares the impact of the number of FD schems on the key retrieval speed. In this experiment, we considered FD as parity check code. We done first experiment with FD only in S-Box, then we added FD in MixColumns and finally in AddRoundKey as well. According to Fig. 5.12, the APGE for all the three cases are dropping as the number of power traces increase. We can conclude that more adding redundancy to all transformation does not help for protecting the AES implementation from the CPA attack. Hence the factor of applying redundancy to all module should be considered while designing the cipher implementation in FPGA platform.

![Fig. 5.12 Impact of multiple FD methods on key retrieval speed.](image_url)
5.5. Conclusions

Side channel analysis (SCA) and fault analysis (FA) attacks are widely studied for cryptosystems as these are most prominent attacks which can reveal the secret key by the attacker. The cryptographic systems are designed to protect from such attacks, however the countermeasure for The majority of existing efforts suggest using two separate countermeasures to address these two attacks. Unfortunately, one countermeasure for a particular attack can influence the other attack positively or negatively. In this work, we perform systematic assessment on the impact of different fault detection (FD) methods on the CPA resistance of complete AES implementation. Our hardware based experimental results show that the fault detection methods affects the speed of key retrieving through CPA attack. The FD methods can have negative or positive effect on the key retrieval process, for instance - DMR based FD in S-Box ease the process of key retrieval while parity check code make it difficult. We also analyzed the impact of adding more FD methods on the different transformation of AES implementation, however more redundancy do not help to prevent the CPA attack.
Chapter 6. A Systematic FPGA-based Assessment on Fault-Resistant AES against Correlation Power Analysis Attack

6.1. Introduction

Cryptographic algorithms are widely used for the security-critical systems in military, government, and banking applications. Theoretically, the extremely high computation complexity of ciphers prevents the key recovery through brute-force attempts. However, it has been demonstrated that physical attacks [73-46, 14, 15, 19, 39, 51, 55, 56], such as fault analysis and side-channel analysis attacks, can significantly reduce the number of brute-force attempts needed for the secret key retrieval.

Fault analysis (FA) attacks [73-76] and side channel analysis (SCA) attacks [15, 58, 28, 22] are two typical physical attacks to reveal the cipher key. FA can be done using deliberate injection of faults into cryptographic devices by means of white light, laser beam, voltage/clock glitch, and temperature control [13]. The work [56] shows that a FA attack can break the advanced encryption standard (AES) implementation with only pair of fault-free and faulty ciphertexts. The work [55] demonstrates that the FA attack can retrieve the key with the knowledge of faulty ciphertexts only. To thwart FA attacks, hardware-redundancy based [16, 70], information-redundancy based [78, 80, 81, 82, 87], and time-redundancy based [84] fault detection schemes are commonly used. The other class of physical attack is SCA attack [14, 15, 58, 28, 22], which exploits the correlation between the power consumption and the underlying logic switching of the cryptosystem to determine the secret key. Simple power analysis (SPA), differential power analysis (DPA) [15], and correlation power analysis (CPA) [14] are three variants of SCA. CPA has been identified as the most efficient one as it requires the least power traces to find the crypto key.
Countermeasures to thwart FA and SCA attacks are typically developed in a separate fashion. Although, the countermeasures for individual attacks have had a great progress, a new powerful attack is emerging—a combination of FA and SCA attack, i.e. combined attack [55, 51, 39, 19]. The working principle of a combined attack is to inject faults (e.g. stuck-at faults) to a specific location in the cryptosystem, so that a large portion of the cryptosystem does not switch and thus does not consume power. Consequently, the attacker can have more accurate power estimation for the AES using the subkey they guessed. If the estimated power is closer to the real power, the CPA key retrieval will be faster.

Because our method prevents successful fault attacks and meanwhile uses dynamic masking to raise the bar for accurate power prediction, proposed method is superior to a single FA or SCA countermeasure. This work fills in this need by conducting a FPGA-based comprehensive assessment. Furthermore, we propose a corresponding countermeasure for the combined attack. The rest of this chapter is organized as follow. In Section 6.2, we discuss the related work and highlight our contributions. We introduce a brief overview of AES structure and correlation power analysis (CPA) in Section 6.3. Section 6.4 provides the experimental setup, analysis of single power trace, metrics used for CPA attack, and CPA analysis using different power models. We present the FPGA-based comprehensive assessment results in Section 6.5. In Section 6.6, we propose a potential countermeasure to thwart the combined attack. We conclude this work in Section 6.7

6.2. Related Work and Our Contributions

6.2.1. Related work

Traditional fault detection (FD) methods for cryptosystems exploit information redundancy, spatial redundancy, or time redundancy to detect faults. Double modular redundancy (DMR) [81],
is the simplest fault detection method based on hardware redundancy scheme. The duplicated copy can be the same module transformation or its inverse version [82]. Error control code (ECC) based FD scheme have been explored widely for AES cipher [80, 82, 87, 78, 81]. The ECC parity bits of the output of every round are predicted from the inputs of the corresponding transformation [80, 82, 87, 81]. The process of ECC encoding can be implemented using look-up table [80, 78, 81] and logic computation [87]. The parity schemes presented in [82] are independent of the implementation methods of the S-Boxes and the inverse S-Boxes. A systematic concurrent error detection approach [63] is presented for symmetric block ciphers at the register transfer level. This method exploits the inverse relationship between the encryption and decryption at the individual operation level, round level, and algorithm level.

The main objective of a SCA countermeasure is to make the power consumption of a device as independent as possible to the intermediate values of a cryptographic algorithm. Random masking based approaches [63, 22, 97] are extensively studied in this regard. The formal security of masking countermeasure is provided in [63]. In [22], the authors propose to mask the intermediate value of an AES SubBytes implementation, and they basically shift the computation of the finite field inversion in the AES S-box down to GF(4). The scheme in [22] is able to resist zero-value attacks. High order masking based countermeasure against DPA is presented in [97]. The other techniques like insertion of dummy code, power consumption randomization, and balancing of data are used for processor level architectures to thwart power based side channel attacks [64]. Aggressive frequency scaling [98] is proposed to defeat DPA/CPA by reducing the probability of maximum correlation values for correct key.

The countermeasures for FA and SCA attacks are typically implemented separately. However, the additional hardware cost and power consumption induced by the fault detection circuitry to
thwart FA could affect the success speed of CPA. The work [21] shows that the power analysis vulnerability depends on the particular error detection code used for fault detection. Another work [60] studies the impact of fault detection codes on the correlation between the dynamic power consumption and the manipulated data on the simple 8-bit and 16-bit registers, which is much less complicated than an AES implementation. The existing work [20, 66] concludes that the use of parity codes in the S-Box of AES for fault detection makes CPA succeed faster than the S-Box without any fault detection mechanisms. Unfortunately, that observation is based on the gate-level simulation on the S-Box only, rather than a real hardware emulation of the complete AES. Moreover, the power model used in the early work [20, 66] is Hamming weight, not the powerful Hamming distance. Hamming distance model is powerful because it can retrieve more number of subkeys in given number of power traces than Hamming weight model.

The FPGA-based assessments in [58] and [57] indicate that the fault detection methods can have negative or positive effect on the key retrieval speed of the CPA attack. Although the works [58, 57] provide the guidelines to choose a particular fault detection scheme depending on their CPA analysis and fault coverage results, they do not consider the other factors (other than the fault detection methods) that could affect the CPA success rate. There is lack of thorough investigation on other factors that can influence the success rate of CPA attack.

Towards the combined attacks, Clavier et.al [55] suggests using algorithm-level inverse computation, duplicated rounds, purposely introducing data error, and checksums. They further predicted that randomization (time or order) during the execution will be helpful to destabilized the cryptanalysis in the SCA attack. Roche et.al [39] point out that the insertion of random delay may be a possible countermeasure against the combined SCA and FA attacks. Alternatively, they suggest duplicating the computation paths and masking the ciphertexts from two paths with two
masking vectors. Although the works [55, 39] focus on the combined attacks from an attacker’s point of view and provide some advices for possible countermeasures, no quantitative experimental results have been provided to prove the feasibility of their suggestions. Our work follows their direction and we perform FPGA-based experiment to demonstrate a feasible countermeasure for a combined CPA and FA attacks.

6.2.2. Our Contributions

This work is the extended version of our early work [57]. Compared to [57], this version provides more comprehensive assessment on the impact of FA countermeasures on the efficiency of CPA attack in the Advanced Encryption Standard (AES). More precisely,

- We systematically evaluated the impact of typical fault detection methods on the key retrieval speed of the CPA attack. Different than other works [20, 66, 58, 57], we categorized the comparison into (1) what kind of redundancy is used for fault detection, (2) how much redundancy is introduced to the crypto implementation, (3) which location is the fault detection mechanism applied, and (4) which power model is used in the CPA attack. Accumulated Partial Guessing Entropy (APGE) and the number of subkey bytes retrieved for a given number of power traces are quantitatively compared among different countermeasures.
- We further provided new assessment on the impact of the S-Box implementation method and FPGA synthesis option on the CPA key retrieval speed.
- To explore the efficient countermeasure for the combined attack, we first examined the feasibility by means of heterogeneous-redundancy fault detection methods. Next, we proposed a method that combines dynamic masking and error deflection techniques to thwart FA and CPA attacks simultaneously. Different than the suggestions provided by [39], the masking vector in our method is changeable over time, instead of a static vector.
6.3. Our Systematic Assessment

6.5.1. Impact of Hardware Redundancy based Fault Detection Mechanisms on CPA Key Retrieval Speed

To assess the impact of hardware redundancy on CPA attack, we applied double modular redundancy (named as DMR) and inverse encryption function (named as inverse) immediately after the module operation to detect faults in two AES modules: SubBytes (S-Box) and MixColumns. The results are shown in Fig. 6.1. We observed that hardware redundancy based fault detection methods positively affect the key retrieval speed of the CPA attack. This conclusion is consistent no matter where we apply the hardware-redundancy based fault detection methods. In Figs. 6.1(a) and (b), the APGE of the AES with fault detection methods is less than that of the AES without fault detection capability.

While, the impact of the hardware redundancy based fault detection methods on the key retrieval speed is different. As shown in Fig.6.1 (a), the APGE goes to zero at the power traces of 2800 when DMR is applied to the S-Box. The use of the inverse fault detection in the S-Box results in the need of 2200 more power traces for key retrieving than DMR. Similarly, the application of DMR in the MixColumns module makes it easier to recover the key than the inverse method, as shown in Fig. 6.1(b). We further observed that the cause of non-zero PGE is sometimes originated from the same subkey byte. Hence we used another way to assess the speed of key retrieval, we analyzed the number of subkey bytes that were recovered at each power trace interval, which is shown in Fig. 6.2. We can see that the DMR is the most vulnerable method for CPA attack.

From this set of experiments we can see, more hardware redundancy leads to a less number of power traces needed for key retrieval. The amount of hardware redundancy introduced to the
The hardware cost of the implementation is presented in Table 6.1. Hardware cost and power consumption of S-Box inverse is more than S-Box DMR, but the number of power traces required for CPA in DMR is less than that of the inverse method. This is useful observation as the DMR is
just replication of existing module while the inverse function introduces some non-linearity to the computation. In case of MixColumns, due to the optimization options in Xilinx ISE tool, the hardware cost of DMR and inverse FD didn’t increase significantly. However, the key retrieval process is fast in the case of DMR and inverse FD because of compact placement of cells in FPGA.

Table 6.1 Hardware cost of hardware-redundancy based FDs.

<table>
<thead>
<tr>
<th>Design</th>
<th>No. of Slice Registers</th>
<th>No. of Slice LUTs</th>
<th>No. of LUT Flip-flops</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-Box DMR</td>
<td>759</td>
<td>3414</td>
<td>582</td>
</tr>
<tr>
<td>S-Box Inverse</td>
<td>761</td>
<td>3399</td>
<td>570</td>
</tr>
<tr>
<td>MixColumns DMR</td>
<td>769</td>
<td>2675</td>
<td>831</td>
</tr>
<tr>
<td>MixColumns Inverse</td>
<td>766</td>
<td>2852</td>
<td>882</td>
</tr>
</tbody>
</table>

6.5.2. Impact of Information-Redundancy based Fault Detection Mechanisms on CPA Key Retrieval Speed

6.5.2.1. PGE Comparison of Fault Detection Methods Applied to S-Box and MixColumns

Figures 6.3 and 6.4 show the PGE for each subbyte key in the process of key retrieving when a parity check code is applied to the S-Box and MixColumns. As each byte has 8 bits, the total number of key guessing attempts for each subkey byte is up to 256. As shown in Figs. 6.3 and 6.4, eventually the PGE decreases as the number of power traces used in the CPA attacks increases.
Fig. 6. 3 Partial guessing entropy for the S-Box protected with parity-check code.

Fig. 6. 4 Partial guessing entropy for the MixColumns protected with parity-check code.
If the limited power traces are available with the adversary, the CPA attack may not be successful. If the S-Box is protected with a parity FD, the attacker needs a larger number of power traces to retrieve the complete key than that of MixColumns protected with same FD method.

6.5.2.2. Impact of the Location of Fault Detection Mechanisms on CPA Key Retrieval Speed

The conclusion for hardware redundancy is straightforward—more hardware makes CPA attack easier. In contrast, the impact of information redundancy on the efficiency of CPA attacks is relatively complicated. Initially, we examine the impact of where the parity check code is used and on the key retrieval speed. Next, we access how the complexity of the parity check code affects the key recovery. First, we apply an even parity check code to S-Box and MixColumns module individually. As shown in Fig. 6.5, the key retrieval speed depends upon the module where parity-check code is used. For instance, it is more difficult to find out the key if the parity-check code is used in the S-Box than the same code is applied to the MixColumns. One reason for this observation is the non-linearity of S-Box. The MixColumns operation is linear in nature, so the parity-check codes make it easier to perform the CPA attack.

![Fig. 6.5 Average APGE for even parity-code applied at different modules. MC: MixColumns, ARK: Add Round Key.](image-url)
Moreover, we did experiments by applying parity check code to all modules in the AES. Interestingly, we found that more information redundancy do not further help to prevent the CPA attacks. As shown in Fig. 6.5, the protection on all operation modules in the AES allows the CPA attack to obtain the key with less power traces than the protection on a single module, such as the S-Box and MixColumns. It indicates that, the implementation of information redundant methods unavoidably results in the hardware cost increasing. Therefore, we should consider the non-linear property and hardware overhead simultaneously while assessing the impact of a FD method on the CPA attack efficiency.

6.5.2.3. Impact of the Degree of Information-Redundancy on CPA Key Retrieval Speed

We conducted experiments to evaluate how the degree of information redundancy affects the key retrieval speed. Three CRC codes— CRC2, CRC4, and CRC8—are utilized in this set of experiments. The digits after CRC stands for the number of redundant bits introduced in each message byte. The experimental results are shown in Fig. 6.6. Surprisingly, the more the redundant bits, the easier key retrieval process is. More information redundancy brings in higher correlation between power traces and a suspected key vector. When we compare the hardware cost of each method, we observe that the hardware cost is the primary factor that is responsible for fast key recovery.

As shown in Table 6.2 CRC8 consumes the most area in FPGA, compared to CRC2 and CRC4. Although CRC8 uses less number of slices than CRC4, CRC8 consumes more LUTs than CRC4. This is because the optimization process in the Xilinx synthesize tool utilized the slices in the FPGA more effectively in CRC8 than in CRC4.
6.5.3. Impact of S-Box Implementation Methods on CPA Key Retrieval Speed

S-Box is the most critical operation in AES and approximately consumes one third of total area. It can be implemented in different styles, a look up table (LUT) and the Galois Field (GF(2)) based combinational logic[64]. In this subsection, we compare the impact of different S-Box
implementation methods on the key retrieval speed. We performed CPA attacks on the S-Box implemented with (1) LUT only, (2) GF logic only, (3) LUT and GF with alternative ratio of 1/2:1/2 (i.e.1GF 1LUT) (4) LUT and GF with alternative ratio of 1/4:3/4 (i.e.1LUT 3GF), and(4) LUT and GF with alternative ratio of 3/4:1/4 (i.e. 3LUT 1GF). The impact of different configurations in the implementation of S-Box module on APGE is shown in Fig. 6.7. The corresponding FPGA cost is presented in Table 6.7. As can be seen, the hardware cost of the design directly influences the key retrieval speed of the CPA attacks. The use of more hardware positively affects the CPA attack success speed.

![Graph showing APGE for different implementations of S-Box](image)

Fig. 6. 7 Average APGE for different implementation of S-Box.

Table 6.3 Hardware cost of s-box implementation in FPGA

<table>
<thead>
<tr>
<th>Design</th>
<th>Number of Slice Registers</th>
<th>Number of Slice LUTs</th>
<th>Number of occupied Slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUT</td>
<td>769</td>
<td>2663</td>
<td>828</td>
</tr>
<tr>
<td>GF</td>
<td>916</td>
<td>3549</td>
<td>1160</td>
</tr>
<tr>
<td>1LUT 1GF</td>
<td>876</td>
<td>4077</td>
<td>1310</td>
</tr>
<tr>
<td>3LUT 1GF</td>
<td>882</td>
<td>4123</td>
<td>1364</td>
</tr>
<tr>
<td>1LUT 3GF</td>
<td>882</td>
<td>4125</td>
<td>1385</td>
</tr>
</tbody>
</table>
6.5.4. Impact of Synthesis Tool Optimization Strategy on CPA Key Retrieval Speed

The optimization strategy offered by the FPGA synthesis tool plays an important role in the key retrieval speed of CPA. We carried the set of experiments to utilize all the synthesis optimization option to see the impact on CPA attack. Figure 6.8 shows the APGE for the protected AES that is synthesized with different FPGA synthesize efforts—normal, high and fast—available in the Xilinx IDE tool.

Fig. 6.8 Impact of synthesis optimization efforts by ISE tool on average APGE for (a) DMR (b) Parity, and (c) Inverse.
For instance, in Fig. 6.9 (a), the number of power traces needed for the key retrieval of the AES S-Box with DMR is 2800, 1400, and 2100 for the normal, high, and fast synthesize options, respectively.

![DMR Graph](image)

![Parity Graph](image)

![Inverse Graph](image)

Fig. 6. 9 The number of subkeys retrieved versus the number of power traces used for (a) DMR, (b) parity-check code, and (c) inverse in the S-Box of AES.

As shown in Fig. 6.8(b) and 6.9(b), APGE and key retrieval speed for the case of the S-Box with the even parity check code, the high synthesize optimization can render the complete key with 3500 power traces; while the normal optimization cannot help to retrieve the complete key within 7000 power traces as shown in Fig. 6.5. The impact of synthesize optimization options on
APGE and the key retrieval speed are shown in Figs. 6.8 and Fig. 6.9. As we can see, different fault detection mechanisms for S-Box yield the same effect on CPA. If a high optimization effort option is used during the design synthesis, the key retrieval process will be faster compared with the other two optimization choices (i.e. normal and fast). Therefore, we suggest that the factor of optimization efforts should be considered if we use FPGA to implement the secure and reliable encryption engine for sensitive applications.

6.5.5. Impact of Heterogeneous-Redundancy based Fault Detection Mechanisms on CPA Efficiency

We refer the heterogeneous redundancy to application of different type of FD methods to the specific submodules in the AES. To balance the CPA dependent factors such as hardware cost and non-linearity induced by fault detection methods, we examine whether the heterogeneous redundancy effort can efficiently thwart the CPA attack. We implemented DMR in the MixColumns and varied different fault detection methods in the S-Box. The APGE for different combinations of fault detection schemes is shown in Fig. 11. Recall the experimental result shown in Fig. 6.2, the CPA attack uses 2800 power traces to retrieve the key for the S-Box of the AES protected with DMR. However, if both the S-Box and MixColumns modules are protected with DMR, the number of traces required for key retrieval indeed increases. This may be because the contribution from the hardware redundancy introduced in different operation modules is cancelled out at some degree. The combination of S-Box with parity check code & MixColumns with DMR requires more power traces compared with the case of the S-Box protected with parity FD which cannot retrieve the key in 7000 power traces as shown in Fig.6.10. The arrangement of S-Box with parity & MixColumns with the DMR method constitutes the least FPGA area, i.e. 819 FPGA slices. In contrast, the S-Box with DMR consumes 17% (960) and S-Box with inverse consumes
77% (1451) more FPGA slices, the detail hardware cost is shown in Table 6.4. The number of power traces required to retrieve the key in case of S-Box inverse & MixColumns DMR is 4900 however in case of S-Box DMR & MixColumns DMR is 6300. Hardware cost of combination of S-Box inverse & MixColumns DMR is more expensive than combination of S-Box DMR & MixColumns DMR and S-Box parity & MixColumns DMR which make key retrieval faster. Based on this set of experiments, we can conclude that different types of redundancies and different modules under protection affect the overall success speed of the CPA attack.

![Fig. 6. 10 Heterogeneous redundancy applied to the S-Box and MixColumn modules.](image)

Table 6. 4 Hardware cost mixcolumns DMR FD with different FDs for S-Box

<table>
<thead>
<tr>
<th>Design</th>
<th>Number of Slice Registers</th>
<th>Number of Slice LUTs</th>
<th>Number of occupied Slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-Box DMR</td>
<td>3414</td>
<td>759</td>
<td>960</td>
</tr>
<tr>
<td>S-Box Parity</td>
<td>2648</td>
<td>760</td>
<td>819</td>
</tr>
<tr>
<td>S-Box Inverse</td>
<td>3784</td>
<td>761</td>
<td>1451</td>
</tr>
</tbody>
</table>
6.4. Proposed Countermeasure against the Combination of CPA and FA Attacks

6.6.1. Proposed Method Description

As single fault detection method cannot completely thwart the combination of CPA and fault attacks, we propose to integrate a dynamic masking technique with an error detection code (ECC) based error deflection mechanism to thwart the combined attacks. The main principle of our method is highlighted in Fig. 6.11.

Fig. 6.11 Concept of proposed joint dynamic masking and error deflection method.
Unlike the fault detection in the previous work encoding the S-Box input [81], we encode the intermediate state value before it reaches the state registers. We argue that it makes more sense to manipulate a register value than modify the S-Box logic to achieve a better correlation of the estimated power consumption and the guessed subkey for the CPA attack.

Another innovation of our method is the dynamic masking. Instead of using a fixed masking vector, we propose to generate the masking vector at runtime using the (de)masking vector generator. The masking vector is a modification of the intermediate state value. As the intermediate state register changes the value over the time, the (de)masking vector is not consistent. Consequently, the power model modification according to a guessed masking vector will fail.

The detailed method is depicted in Fig. 6.11. Before reaching the intermediate state register, the new output from the round function $C(t)$ is first encoded with an error control coding (ECC) encoder – for instance, an 8-bit CRC encoder. Then, the encoded output, $CE(t)$, is masked by a masking vector, $MV$, provided by the masking vector generator. In our method, the intermediate state register saves the encoded masked intermediate state, rather than the original output from the round function. If the CPA attacker attempts to calculate the correlation between the predicted key and the power measurement, the true correlation will be skewed by ECC and masking process proposed in our method. More importantly, the proposed method can efficiently detect the faults injected in the intermediate register, where the fault attack is typically performed. Our method will first de-mask the encoded and masked intermediate state $CE(t+T0)$. Due to the masking process, the parity check bits recomputed by the ECC decoder may not match to the check bits carried by $CE(t+T0)$. The mismatch on the parity check bits indicates the detection of fault attack. Different than typical fault detection methods, our method continues to feed the round function with a non-
zero input, which is a portion of the masked vector $C_m(t+T_0)$. The use of the masked vector deflects the normal power prediction, thus misleading the correlation power analysis.

The algorithm for the dynamic masking vector generation is expressed in eqs. (6.2)-(6.5). Assume $x_i$ is the element for the output of the round function. We propose to shift the intermediate state vector $C_E(t)$ to dynamically generate the mask vector $MV$. In the eq. (6.3), we use left shifting by 2, but any number can be applied too. The masked intermediate state vector $C_m(t)$ is expressed in eq. (6.4). The de-masking process is performed in eq. (6.5).

\[ C_E(t) = \{x_n, x_{n-1}, x_{n-2}, \ldots, x_1, x_0\} \]  
\[ MV = \{x_{n-2}, x_{n-3}, \ldots, x_2, \ldots, x_1, x_0, 0, 0\} \]  
\[ C_m(t) = \{x_n \oplus x_{n-2}, x_{n-1} \oplus x_{n-3}, \ldots, x_1 \oplus 0, x_0 \oplus 0\} \]  
\[ C_m(t+T_0)[i] = \begin{cases} C_n(t+T_0)[i], & (i = 0, 1) \\ C_n(t+T_0)[i] \oplus C_n(t+T_0)[i-2], & (i \geq 2) \end{cases} \]

The proposed method also allows the round function including other fault detection methods inside itself, thus thwarting the fault attack aiming for the inner round function.

6.6.2. Evaluation of the Resistance to CPA Attacks

Application of a masking vector is used as a countermeasure to thwart CPA via misleading the power estimation. In Fig. 6.12 (a), our experiments have shown that the simple masking on the S-Box does not effectively strengthen the AES against CPA attack. However, when the masking technique is integrated with CRC, the CPA resistance of the protected AES can be improved. As shown in Fig. 6.12(a), the joint of Masking and CRC method (hereafter named as masking+CRC) for the S-Box increases the average APGE by 1042 compared to the masking method. As the APGE performance for multiple trials is very close, we took 5 trials to obtain the each average APGE value. The masking process in the joint of Masking and CRC is static, and the
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masking vector is a predetermined single vector. The proposed method utilizes dynamic masking and different ECC microarchitecture further improves the average APGE by up to 1577, 535, and 1358 over the masking method, the masking+CRC method, and round-level CRC method respectively.

Fig. 6. 12 Comparison of (a) average APGE, and (b) the number of retrieved subkeys in Proposed and other methods.
Figure 6.12(b) shows the improvement achieved by our method from another point of view. The CPA attack on our method does not obtain any subkeys. In contrast, the masking+CRC method leaks approximately 4 or 5 subkeys through the CPA attack.

6.6.3. Evaluation of the Resistance to FA Attacks

We assessed the FA resistance of different methods in Fig. 6.13. As can be seen, if the masking vector is known, the attacker can successfully conduct a FA attack (i.e. FA success rate of 1). When the masking vector is unknown to the attacker, he/she still can perform FA attack by randomly injecting faults to the S-Box output. However, the corresponding FA success rate is reduced due to the imprecise control on the intermediate state registers. The proposed method introduces the masking vector at runtime to resist the attacker from using the brute-force attempt to find the single masking vector. Consequently, the FA success rate of our method is the lowest one compared to the other methods. As shown in Fig. 6.13, our method reduces the FA success rate by 54% over the masking only method, and 90% over the masking+CRC method.

![Graph showing FA success rate vs. number of faulty bits](image)

Fig. 6.13 FA resistance of different methods.
6.6.4. FPGA Cost

Due to the adjustment on the ECC microarchitecture in the AES and the merged masking and ECC circuit, our method reduces the number of slice LUTs (number of occupied slices) cost by 29.5 % (29.2%), 47.1% (44.0%) and 13.7% (14.0%) compared with the S-Box Masking, S-Box masking+CRC, and round-level CRC methods, respectively. Table 6.5 provides the detailed FPGA cost for different methods.

Table 6. 5 FPGA cost for different countermeasures.

<table>
<thead>
<tr>
<th>Design</th>
<th>Number of Slice Registers</th>
<th>Number of Slice LUTs</th>
<th>Number of occupied Slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-Box with Masking</td>
<td>765</td>
<td>2982</td>
<td>914</td>
</tr>
<tr>
<td>S-Box with Masking+CRC</td>
<td>757</td>
<td>3975</td>
<td>1169</td>
</tr>
<tr>
<td>Round-level CRC</td>
<td>769</td>
<td>2,435</td>
<td>756</td>
</tr>
<tr>
<td>Proposed</td>
<td>750</td>
<td>2101</td>
<td>647</td>
</tr>
</tbody>
</table>

6.5. Conclusions

The threats from SCA and FA attacks challenge the integrity and security of cryptographic engine. Although countermeasures for each type of physical attack have been extensively studied in the existing literatures, the impact of the countermeasure for one type of attack on the efficiency of another type of attack has not been well explored. The lack of such study might impede the development of efficient countermeasures for the emerging combined attacks. In this work, we perform a comprehensive and systematic study on the different factors in a FA-resistant AES that affect the key retrieval speed of the CPA attack. Together with the use of different fault detection codes, we assess the impact of power model, hardware cost (FPGA slices), the S-Box implementation method, the linearity (or non-linearity) property of the module under protection,
and FPGA synthesis optimization options on the key retrieval speed. Moreover, we propose a unified countermeasure to thwart the combined CPA and FA attack. Our method integrates a dynamic masking technique with an ECC-based error deflection mechanism to mask the intermediate state value with different masking vector at runtime, thus preventing the accurate power prediction in the CPA attack. Our FPGA-based experimental results show that the proposed method can successfully thwart the CPA attack for given 7000 power traces and reduce the FA success rate by 54% and 90% over the masking only and the joint of masking and CRC methods. In future work, we will compare our method with more combinations of the existing FA countermeasure and SCA countermeasures.
Chapter 7. Dynamic CRC for Reliable and Secure Systems

7.1. Introduction

On-chip communication system uses cryptographic units to prevent the credential information from leaking that results in information security vulnerability [89]. As a minor change on the encrypted message leads to a significant modification on the decrypted plaintext, error control coding (ECC) is typically appended after the cipher text. The ECC codec detects or/and corrects the noise-induced error possibly caused by natural faults in the form of single, multiple, and burst error(s) on the cipher text [90]. Adding the ECC to the communication channel adds reliability in addition to the security provided by the cryptographic algorithm [91]. Exploiting non-systematic ECC methods increases the hardiness of the code against data corruption [92]. For instance, a non-systematic CRC encoding inherently permutes the message and check bits that results in thwarting passive attacks [93].

As mentioned in [94] more than 10% of the attacks target the memories. Therefore, the existing work [88] proposes to use an extra ECC before the memory in addition to the error correcting codes that are incorporated in the memory to obfuscate the data. The existence of ECCs for detecting and possibly correcting errors in the memory is a motivation for the attacker to target the ECC and counteracts the impact of it. One way to cancel out the ECC is implementing Hardware Trojans that make the memory untrusted [95]. The Hardware Trojan has to be designed to be able to activate when an error is injected into the system. Therefore, the Hardware Trojan can camouflage the impact of ECC. As the location of memory contents are remapped, the ECC encoder and decoder naturally hardens the system against hardware Trojan insertion [88]. Unfortunately, the work [88] has not provided a thorough analysis on their security vulnerability in terms of reverse engineering attack time, complexity and success rate. This work fills in this gap.
The main contributions of this work as follows.

- We analyze the impact of the degree and irreducibility of CRC generator polynomials, and the message length on the cost and speed of the generator polynomial retrieval. We found that the use of irreducible polynomials will significantly reduce the CPU time for reverse engineering the applied generator polynomial.

- We propose a method that dynamically alternates multiple polynomials for CRC encoding. Through our analysis, we identify two dependent factors for the efficiency of the proposed method: the ratio of the number of irreducible polynomials to that of reducible polynomials, and the stabilization period used in the process of reverse engineering attacks.

- We compare the polynomial retrieval time for a single polynomial CRC and the proposed dynamic CRC method. In addition, we provide a trend for the reverse engineering time cost over the polynomial degree.

The remainder of this work is organized as below. In Section 7.2, we introduce the system interested in this work and the targeted security attack model. In Section 7.3, we analyze the security vulnerability of the existing work [88]. In Section 7.4, we propose a dynamic polynomial alternation method. We analyze the dependent factors for the security vulnerability of our method in Section 7.5 and assess the hardware cost in Section 7.6. We conclude this work in Section 7.7.

7.2. Preliminaries

7.2.1. Abstract of Target System

We aim to protect the on-chip communication system as shown in Fig. 7.1. The data from the processing intellectual property (IP) core are encrypted and the cipher text is further protected with a CRC encoder. We assume the processing IP core, the encryption/decryption unit, and the CRC
encoder/decoder are inside the trusted zone. The attacker can access the CRC codewords from the untrusted zone, which is composed of the on-chip interconnect and the memory IP core. The attacker will collect the codewords and execute passive attacks to, for instance, retrieve the polynomial used in the CRC codec (thus performing fault attack). We also assume that the cipher applied in the cryptographic modules is a block cipher, for example, Advanced Encryption Standard (AES).

![Diagram of trusted and untrusted zones with processing IP core, encryption, decryption, CRC encoder, CRC decoder, memory IP core, and on-chip interconnect.]

Fig. 7. 1 Target system interested in this work.

7.2.2. Symbols and CRC Encoding Algorithms

The symbols used in the following discussion are listed in Table 7.1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(x)</td>
<td>Codeword polynomial</td>
</tr>
<tr>
<td>N</td>
<td>Codeword length</td>
</tr>
<tr>
<td>M(x)</td>
<td>Message polynomial</td>
</tr>
<tr>
<td>m_j</td>
<td>The j^th bit in the message M(x)</td>
</tr>
<tr>
<td>G(x)</td>
<td>Generator polynomial</td>
</tr>
<tr>
<td>g_j</td>
<td>The j^th coefficient in G(x)</td>
</tr>
<tr>
<td>HpG(x)</td>
<td>Hypothesized generator polynomial</td>
</tr>
<tr>
<td>R(x)</td>
<td>Remainder polynomial</td>
</tr>
<tr>
<td>Deg[·]</td>
<td>Polynomial degree</td>
</tr>
<tr>
<td>k</td>
<td>G(x) degree</td>
</tr>
</tbody>
</table>

Table 7.1 Symbols Used in This Work.
The CRC encoding can be executed non-systematically (Eq. (7.1)) or systematically (Eq. (7.2)).

\[ C(x) = \sum_{j=0}^{N-k} \left( (m_j x^j) G(x) \right) \]  
\[ C(x) = x^k M(x) + R(x) \] (7.2.a)

\[ x^k M(x) = Q(x) G(x) + R(x) \] (7.2.b)

The non-systematic CRC reorders the message bits and check bits. Without the knowledge of the generator polynomial, the positions of message bits are unknown. In contrast, the systematic CRC encoding clearly separates the message bits and check bits due to the multiplication of \( x^k \) in Eq. (7.2). From the attacker’s point of view, the non-systematic encoding is more difficult to be reverse engineered.

7.2.3. Attack Model

This attack model is based on the assumption that the adversary can access the on-chip interconnect and memory IP core to obtain the codeword from the untrusted zone. The goal of the attacker is to recover the CRC generator polynomial, which is the first step before attacking the crypto modules in the trusted zone. The assumed attack model is based on exhaustive search, which means systematical checking all possible polynomials until find the exact \( G(x) \) that applies to all of the collected codewords. The detailed flowchart for the reverse engineering process is shown in Fig.7.2. The only difference between non-systematic and systematic CRC is highlighted in the gray area.

The first attempt to recover \( G(x) \) in the systematic CRC starts by extracting the hypothetical message from the observed codeword. The first few LSBs of the codeword are considered as the remainder and the rest as the message. The Table 7.2 shows how the message is extracted at each attempt. Consider the case where the codeword is: \([c_1 \ c_2 \ c_3 \ldots \ c_{n-3} \ c_{n-2} \ c_{n-1} \ c_n]\).
Table 7. 2 A presentation of extracting the check bits for reverse engineering.

<table>
<thead>
<tr>
<th># of Attempts</th>
<th>Message</th>
<th>Check bits</th>
<th>Degree of G(x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$[c_1 \ c_2 \ c_3 \ldots\ c_{n-3}]$</td>
<td>$[c_{n-2} \ c_{n-1} \ c_{n}]$</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>$[c_1 \ c_2 \ c_3 \ldots]$</td>
<td>$[c_{n-3} \ c_{n-2} \ c_{n-1} \ c_{n}]$</td>
<td>4</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>n-3</td>
<td>$[c_1]$</td>
<td>$[c_2 \ c_3 \ldots\ c_{n-3} \ c_{n-2} \ c_{n-1} \ c_{n}]$</td>
<td>n-1</td>
</tr>
</tbody>
</table>

For each extracted message the degree of $G(x)$ can be found from the length of the remainder. For instance, if the length of the remainder is 4 bits the degree of $G(x)$ is 4. Once the degree of $G(x)$ is found we can list all the possible polynomials and pair them with the extracted message at a time. The hypothetical codewords will be generated by using each pair of the extracted message and $G(x)$. All the hypothetical codewords have to be compared with the original codeword. If the hypothetical and original codewords are same it means that there is a possibility that the chosen $G(x)$ is the correct polynomial. Since, the combination of message and $G(x)$ generates the codeword in CRC, there could exist multiple combinations of message and $G(x)$ polynomial that result in the same codeword. In addition our results show that even for a fixed message there exist multiple generator polynomials that give the same codeword. Therefore, if the whole process is run multiple times for different codewords, then we can retrieve the correct $G(x)$ or at least determine a set of possible polynomials.

7.3. Security Vulnerability of the Existing Work

In the previous work [88], a single generator polynomial is used to address both reliability and hardware Trojan issues. In this section, we assess the security vulnerability of that method.

7.3.1. Theoretical Analysis

Without losing the generality, we take $G(x) = x^6 + x^4 + 1$ (i.e. 81 in decimal) as an example to explain how the reverse engineering can retrieve the $G(x)$ without knowing the message length and
the degree of the applied generator polynomial. We implemented the reverse engineering attack algorithm shown in Fig. 7.2 in MATLAB. The tentative G(x) list is updated through multiple codewords. As shown in Table 7.2, after two codewords, we can narrow down the G(x) list to two possible generator polynomials, 13 and 81 in decimal. No matter how many new codewords are used, we cannot further filter out one of the possible G(x) in Table 7.3.

This is because the G(x) = x^6 + x^4 + 1 is a reducible polynomial. As expressed in Eq. (7.3), this G(x) can be further broken into a square of the same sub-polynomial x^3 + x^2 + 1 (13 in decimal).

\[
G(x) = x^6 + x^4 + 1 = (x^3 + x^2 + 1)(x^3 + x^2 + 1)
\] (7.3)
Therefore, any C(x) that can be divided by G(x) (81 in decimal) can also be divided by any polynomial equal to 13. While other polynomials that fit for one codeword do not work for other codewords. As more codewords are under examination, any G(x) that is not equal to 13 or 81 will be filtered out. Thus, the attacker can at least have a small list of possible G(x). Interestingly, the G(x) with the largest decimal number is the correct polynomial used in the CRC encoder. This is because the largest polynomial is composed of smaller polynomial terms.

We repeated the same experiment with another G(x) expressed in Eq. (7.4). As this polynomial is an irreducible one, the G(x) retrieval is completed successfully after two codewords, as shown in Table 7.4.

<table>
<thead>
<tr>
<th>Codeword</th>
<th>Deg[G(x)]</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>35, 59</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>81</td>
<td>81</td>
<td>81</td>
<td>81</td>
<td>81</td>
</tr>
<tr>
<td>7</td>
<td>161</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>439, 271</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>1837</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>3403</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>


\[ G(x) = x^6 + x + 1 \]  \hspace{1cm} (7.4)

The examples shown in Tables 7.3 and 7.4 indicate that the choice of the generator polynomial determines whether the exact \( G(x) \) can be recovered by analyzing several codewords. The use of an irreducible polynomial for CRC encoding leads the system to be vulnerable to reverse engineering attacks. The reducible polynomial could improve the resistance against reverse engineering attacks at some degree, but the attacker is still able to narrow down the list of possible generator polynomials and successfully recognize the exact \( G(x) \) used in the CRC encoder.
7.3.2. Number of Codewords Needed for G(x) Retrieval

Now, we examine the average number of codewords one needs to retrieve the G(x) applied in the CRC encoder through brute-force attempts. As non-systematic encoding has better permutation performance, we examine the non-systematic encoding case. One hundred random generator polynomials for each degree were used in the following experiments. If the reverse engineering process cannot narrow down the possible polynomial list to a single option, we took the largest polynomial in decimal (based on the observation in Table 7.3). As shown in Fig. 7.3, we only need 3 or 4 codewords to retrieve the exact polynomial used in the CRC encoder. The standard deviation is below 4.

Next, we changed the message length. As shown in Fig. 7.4, the varied message length only slightly changes the average number of codewords needed for reverse engineering. However, it indeed changes the total simulation time needed for G(x) retrieval. Because the message length is unknown to the attacker, the longer message length means more degrees of hypothesis G(x) should be examined, thus more brute-force time cost.

![Fig. 7.3 Average number of codewords for recovering the G(x) applied in the CRC encoder for message length of 8.](image-url)
7.4. Proposed Dynamic Polynomial Alternation Method

7.4.1. Method Overview

To enhance the system’s resistance against the reverse engineering attack from the untrusted zone shown in Fig. 7.1, we propose a dynamic polynomial alternation method to the CRC encoder. A non-systematic CRC encoding inherently provides a bit permutation capability to reorder the original message bits. Thus, without knowing the applied CRC generator polynomial, the message bits are uncertain. The proposed method further improves the uncertainty through alternating the generator polynomials at runtime. As shown in Fig. 7.5, we use a generator polynomial selector (GSel) to dynamically select one G(x) from the polynomial candidates (G_1(x),…G_n(x)). A user-
specified algorithm (only available to the trust zone designer) is applied in the $GSel$. The encoder

(Enc) is configured based on the $G(x)$ selected at runtime. For a serial CRC encoder
implementation, the $G(x)$ selection can be implemented as a switched controlled exclusive OR
on each shift register [96]. If parallel CRC generator is implemented, the polynomial selection in
Fig. 7.5 could be designed as multiple encoder, one $G(x)$ for each $Enc$ unit. The output of the
$GSel$ unit depends on the incoming message.
The dynamic $G(x)$ polynomials are selected through a selection function shown as GSel in Fig. 7.5. The selection function utilizes the message bits to generate the select signal. Figure 7.6 illustrates an example of GSel block with the assumption of a 2bit select line. By using the message bits in the polynomial selection process an unpredictable select signal is generated. Therefore, the chance of having a fixed pattern reduces that adds another layer of security in addition of using multiple generator polynomials.

Due to the unknown selection pattern of the generator polynomial, every codeword has to be decoded by using all the dynamic generator polynomials used in the encoder side. According to the number of the polynomials used in the dynamic CRC encoder there are decoder blocks in the decoder side. Each decoder block uses one of the generator polynomials for decoding the received codeword from the memory IP. For both systematic and non-systematic CRC the remainder of the long division (codeword as the dividend and $G(x)$ as the divisor) is investigated. A zero remainder in both systematic and non-systematic CRC indicates that the syndrome is zero which means there is no error in the codeword and the message can be extracted safely. In case of having a systematic CRC the message is the remaining bits when the check bits are removed. If a non-systematic CRC is used the quotient is simply the message.
The simulation result on a systematic CRC is shown in Fig. 7.7 indicates that the possibility of having a zero remainder for an incorrect $G(x)$ is below 10% when the dynamic generator polynomials are chosen with/without common factors and from the irreducible polynomials. In addition, if one of the dynamic generator polynomials be the common factor of the rest of $G(x)$s the chance of multiple zero remainders is 100% and this $G(x)$ should be avoided.

![Fig. 7.7 Chances of incorrect multiple zero remainders in the dynamic CRC.](image)

As the $G(x)$ selection signal depends on the real-time message, the GSel output is dynamic without a pre-determined pattern. Clearly, it is not realistic to record either the selection signal for each CRC codeword or the dynamic pattern used in the CRC encoding process. To correctly retrieve the message encoded by the dynamic CRC encoder, we will decode the codeword with all applied generator polynomials and select the recovered message from the decoder resulting in a zero remainder. For a rare situation, two or multiple decoder ($G_i(x) Dec$) will simultaneously generate zero remainders. To address this issue, we propose to use the $GSelV_i$ unit and verify whether the reconstructed the generator polynomial $G_i(x)$ matches to the one used in the $G_i(x) Dec$. The exclusive selector ($ExSel$) will provide the single recovered message. If $ExSel$ cannot conclude a single message (due to errors injected in the untrusted zone), that message will be dropped.

To defeat the proposed countermeasure, the attacker will confront three questions: (1) How many generator polynomials are used in the system? (2) What are the polynomial degrees? (3)
How do different polynomials switch? These three questions provide a new barrier to prevent the attacker from attack success, compared to the single CRC method in [88].

In the next subsection, we first evaluate the proposed method with a modified reverse engineering attack model, and then assess the dependent factors that affect the efficiency of our method.

7.4.2. Selection of Multiple Generator Polynomials

If multiple polynomials at the same degree are alternatively applied to encode the message, the attacker can retrieve a list of possible G(x), which becomes stable after a few codewords. The assumption on multiple polynomials at the same degree is made to simplify the reverse engineering process. We extend the attack flowchart shown in Fig. 7.2 to retrieve a ranked polynomial list. Different than the process for the single G(x) scenario, we use a G(x) matrix to accumulate the possible polynomial that results in a zero reminder on different degrees of hypothesized G(x). Because of the assumption on multiple polynomials at the same degree, we eliminate some rows of the G(x) matrix. The true polynomial set for dynamic polynomial application in CRC should be applied to all messages. Therefore, if two codewords suggest two polynomials on different degrees, we can conclude that these two degrees are not the one used in the dynamic CRC encoding.

In this example, we alternatively use one of the generator polynomials in Eqs. (7.5) and (7.6), as well as Eq. (7.4).

\[
G(x) = x^6 + x^5 + x^3 + 1 \quad (7.5)
\]

\[
G(x) = x^6 + x^5 + x + 1 \quad (7.6)
\]
Table 7.5 shows the retrieval process of dynamic polynomial alternation method. At the end, only one polynomial degree is left for future accumulation. As soon as the entire reverse engineering process is complete, we calculate the occurrence frequency of each generator polynomial in that \( G(x) \) degree row, and set a priority for each possible \( G(x) \). Although in the list itself, we cannot tell the alternative frequency of each polynomial, we are able to narrow down the \( G(x) \) list and stabilize the possible \( G(x) \). Thus, this example proves that the adversary can successfully retrieve the dynamic \( G(x) \) list. The reverse engineering for single \( G(x) \) retrieval checks the occurrence of a unique \( G(x) \) in the \( G(x) \) matrix. In contrast, the process for multiple \( G(x) \) retrieval cannot use such condition as a convergence criterion.

Instead, we use a *stabilization period* to indicate how many consecutive codewords use the same multiple \( G(x) \) list. This metric also indicates our confidence level on the retrieved \( G(x) \) results. In Section 7.5, we discuss the impact of the stabilization period length on the attack success rate.
7.5. Dependent Factors of Proposed Method against Reverse Engineering Attack

7.5.1. Number of Trails in G(x) Examination

To save simulation time, we chose a small degree of a G(x) to assess how the number of trails adopted in the G(x) examination process affects the G(x) retrieval success rate. We varied the number of trails from 20 to 200 per each test, and compared the average number of CRC codewords needed for G(x) retrieval. As shown in Fig. 7.8, the required number of codewords varies from 19.15 to 19.43 (which is more than that needed for single G(x) method), and retrieval success rate changes from 25% to 42%. After the number of trials exceeds 100, the improvement on G(x) retrieval success rate is < 5%.

Table 7.5 G(x) Retrieval Process for the Proposed Multiple Polynomials through four codewords.

<table>
<thead>
<tr>
<th>Codeword</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>33, 35</td>
<td>33, 35, 39</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>99</td>
<td>99, 81, 101</td>
<td>99, 81, 101, 105, 87</td>
<td>99, 81, 101, 105, 87</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>341</td>
<td>341, 439</td>
<td>341, 439, 267</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>1025</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
7.5.2. Stabilization Period

In the previous subsection, we stopped the G(x) retrieval if the G(x) list becomes stable for 10 consecutive codewords. As indicated in Fig. 7.9, the stabilized G(x) list is not always the correct list of the multiple generator polynomials adopted in the CRC codec, we examine the impact of the stabilization period length on the G(x) retrieval speed and success rate. In dynamic CRC, we cannot narrow down the G(x) list to a single decimal number. The best we can do is to prioritize the possible G(x) decimal and recommend the most likely one. We vary the length of stable period from 10 to 30. As shown in Fig. 7.9, the G(x) retrieval success rate for G(x) degrees on 4, 6, and 10 increases with the length of the stable period. The exceptional case is for degree 8. This is because the majority of the G(x) polynomials are reducible.

Fig. 7.8 Impact of the number of test trails on G(x) retrieval success rate.
7.5.3. Combination of Different Irreducible Polynomials

The relationship between the $G(x)$ retrieval success rate and the degree of $G(x)$ depends on the polynomial we chosen for the dynamic $G(x)$ scheme. Now, we categorize the polynomials for the dynamic $G(x)$ scheme as (i) all irreducible $G(x)$, (ii) $\frac{2}{3}$ irreducible and $\frac{1}{3}$ reducible $G(x)$, (iii) $\frac{1}{3}$ irreducible and $\frac{2}{3}$ reducible $G(x)$, and (iv) all reducible $G(x)$. From Fig. 7.10, it can be seen that the polynomial combinations for the dynamic list indeed matters. As the case iv uses all reducible $G(x)$, the exact $G(x)$ list cannot be retrieved (we set the maximum number of messages for each case to 100). Meanwhile, the case iv also consumes 2.98X simulation time than the case i. This experiment explains why the trends observed in Fig. 7.9 are not monotonically increasing with the polynomial degree and stabilization period.

Fig. 7.9 Impact of stabilization period on the retrieval success rate.

---

![Fig. 7.9 Impact of stabilization period on the retrieval success rate.](image_url)
7.5.4. Dynamic Reducible and Irreducible Generator Polynomials

![Graphs showing retrieval success rate and normalized CPU time for different cases.](image)

Fig. 7. 10 Impact of percentage of irreducible G(x) in the dynamic generator polynomial list on (a) the retrieval success rate, and (b) normalized CPU time.

Table 7.5. Possible recovered generator polynomials for three different cases.

<table>
<thead>
<tr>
<th>Reducible G(x)s w/ common factor</th>
<th>Reducible G(x)s w/o common factor</th>
<th>Irreducible G(x)s</th>
</tr>
</thead>
<tbody>
<tr>
<td>A B</td>
<td>A D</td>
<td>A B</td>
</tr>
<tr>
<td>C D</td>
<td>C E</td>
<td></td>
</tr>
<tr>
<td>AB AD</td>
<td>AB DE</td>
<td></td>
</tr>
<tr>
<td>BC DC</td>
<td>BC EF</td>
<td></td>
</tr>
<tr>
<td>AC AD</td>
<td>AC DF</td>
<td></td>
</tr>
<tr>
<td>ABC ADC</td>
<td>ABC DEF</td>
<td></td>
</tr>
<tr>
<td>ABC ADC</td>
<td>ABC DEF</td>
<td></td>
</tr>
</tbody>
</table>

After filtering out the non-repeated degrees in the hypothetical G(x) matrix, the possible number of remaining elements for each codeword depends on the number of irreducible polynomials that
each G(x) is composed from. For example, a generator polynomial like ABC that is composed of three primitive polynomials; A, B, and C could have A, B, C, and their combinations (AB, AC, and BC) as the hypothetical G(x) polynomials in addition to the original polynomial ABC. This type of dynamic generator polynomials are defined as reducible G(x)s with common factor. In contrary, the type of dynamic generator polynomials that are reducible but have no common factors are defined as reducible G(x) without common factors. Table 7.5 indicates three examples for three different cases: (1) the dynamic G(x) polynomials are all reducible and have common primitive polynomials, (2) the dynamic G(x) polynomials are reducible and have no common factors, and (3) all the G(x) polynomials are irreducible. In the reducible with common factor category, the two G(x) polynomials ABC and ADC are considered to have two primitive polynomials in common (A and C). As the number of common primitive polynomials in the G(x) increases, the chance of getting a higher rank for incorrect generator polynomials increase as well. Therefore, the chance of finding the right set of dynamic G(x) polynomials decreases. The G(x) recovery probability of irreducible polynomials are the highest that is due to the uniqueness of the polynomials in this category. Since the reducible G(x) polynomials with common factors are composed of unique primitive polynomials, the chance of retrieving the correct G(x) set is less than the irreducible and more than the reducible G(x) polynomials with common factors. Figure 7.11 shows the recovery chance for message lengths of 8 and indicates the fact that the reverse engineering recovery chance decreases for dynamic G(x) with reducible polynomials.
According to Fig. 7.11 in order to decrease the $G(x)$ recovery chance by the attacker, the designer has to choose multiple polynomials that have common factors between them.

### 7.6. Error Detection Rate of the Proposed Dynamic CRC

In this section the reliability of the proposed dynamic CRC is investigated. Figure 7.12 presents the simulation results when 1-bit, 2-bit, and 3-bit (burst and random) error(s) were injected between the encoding and decoding stages. This location includes the memory IP that is assumed untrusted and could be vulnerable to natural faults. The message length is considered 8 bits and the simulation results have been repeated 1000 times to diminish the impact of the chosen random message and increase the accuracy of the results. The dynamic generator polynomials for the error detection of 1-bit and 3-bit errors were kept same since such $G(x)$ can detect all the odd number of error bits. In addition, the error detection rate for 1-bit and 3-bit error(s) is 100% that shows the

![Success rate of reverse engineering the dynamic $G(x)$ polynomials for three cases.](image-url)
proposed dynamic CRC did not affect the error detection rate. Another set of dynamic generator polynomials were used to detect 2-bit errors. In contrary, the error detection rate for 2-bit errors was affected by the dynamic CRC and reduced by 1% comparing with the case when a single generator polynomial was used. Although, the error detection rate for 2-bit errors has decreased but the reduction is not significant and the proposed dynamic CRC can still be considered as a reliable detection codec.

Fig. 7. Error detection rate in the proposed dynamic CRC.
7.7. Time Cost and Hardware Overhead

7.7.1. Time Cost

We used a Windows desktop with an Intel Core i5-2400 CPU@3.10GHz and 4GB RAM to run the reverse engineering attack presented in Fig 7.15 on the single G(x) CRC and the proposed dynamic CRC. Each point on the graph in Fig. 7.26 represents the averaged CPU time required for a successful reverse engineering attack for a fixed generator polynomial degree. Figure 7.13 shows that, compared to the method in [88], our method improves the CPU time that the attacker needs to retrieve the G(x) by 27X for the generator polynomial of degree 16. The ratio presented in Fig.

![Graph showing CPU time comparison](image)

Fig. 7. 13 Simulation time comparison for single G(x) CRC and proposed dynamic CRC.

7.13 is the CPU time of the proposed method over the single G(x) CRC. The ratio of the required CPU time gives a more accurate understanding of the extent of the increase in the CPU time. We used a trend line to predict the CPU time for degree 32. As shown in Fig.7.14, it will take the attacker 6.3 months to retrieve the G(x) list from our method.
7.7.2. Hardware Cost Comparison

We implemented a pipelined AES-128, a CRC encoder with single G(x) and a proposed dynamic CRC encoder with Verilog HDL. The source codes were synthesized in Synopsys Design Vision with a 65nm TSMC library. Due to the long delay on CRC32, we set the clock period to 5ns for all the comparisons in this section. Three polynomials are used in the dynamic CRC. As shown in Table 7.6, the proposed dynamic G(x) CRC only increases the area overhead by 0.6% and 2.9% over the single G(x) CRC on degree 8 and degree 32, respectively. Our method consumes 0.9% and 3.8% more power than the single G(x) CRC on degree 8 and degree 32, respectively.

Fig. 7. 14 CPU time for reverse engineering the proposed method.
Reliability and security are both important for systems-on-chip. The integration of cryptographic module and error control coding module could be a promising method to jointly address reliability and security. In this work, we analyze the security vulnerability of using a single generator polynomial in CRC, and provide a polynomial selection guideline. Furthermore, we propose a dynamic polynomial alternation method to improve the system capability against reverse engineering attacks on the CRC polynomials through codeword analysis. Simulation results show that our method increases the reverse engineering time by 27X over the single polynomial CRC method at the cost of 2.9% and 3.8% more area and power.

### Table 7.6. Area and Power Consumption Comparison.

<table>
<thead>
<tr>
<th>Design vs. Cost</th>
<th>Area (µm²)</th>
<th>Total Power (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design</td>
<td>Single G(x) CRC</td>
<td>Dynamic G(x) CRC</td>
</tr>
<tr>
<td>AES128+CRC8</td>
<td>157478.6 (100%)</td>
<td>158477.9 (100.6%)</td>
</tr>
<tr>
<td>AES128+CRC32</td>
<td>159147.9 (100%)</td>
<td>163767 (102.9%)</td>
</tr>
</tbody>
</table>

### 7.8. Conclusion

Reliability and security are both important for systems-on-chip. The integration of cryptographic module and error control coding module could be a promising method to jointly address reliability and security. In this work, we analyze the security vulnerability of using a single generator polynomial in CRC, and provide a polynomial selection guideline. Furthermore, we propose a dynamic polynomial alternation method to improve the system capability against reverse engineering attacks on the CRC polynomials through codeword analysis. Simulation results show that our method increases the reverse engineering time by 27X over the single polynomial CRC method at the cost of 2.9% and 3.8% more area and power.
Chapter 8. Conclusion and Future Work

8.1. Error Latching Probability Assessment by a Systematic Analyses Method

The impact of SETs have increased over the time due to the smaller technology size, higher frequency, and lower operating voltage. Therefore, it is imperative to consider the effect of SETs along with SEUs in reliability assessment of a circuit under test. Investigation on the impact of SETs on soft error rate is more complicated than that on SEUs. This is because of the randomness of SET pulse width, SET injection timing and the affected logic type. One of the major factors that have a huge influence on assessing the reliability of a circuit is the soft error rate (SER). The SER due to SETs was typically studied via measurements on test chips by radiating high energy charged particles on the circuit under test in a controlled environment. Although accurate, physical measurements are expensive and time consuming. To save cost, Monte-Carlo simulations on switch-level, circuit-level and system-level have been extensively used at the cost of long simulation time. To reduce the cost and simulation time, a systematic analysis on SER due to SET is proposed.

In this work the analytical model considers logic gate delay and setup/hold time of the memory element in addition to the SET pulse width to provide a systematic approach for evaluating the SER. The systematic approach is based on determining the possible SET pulse width range, the boundaries for the logic gate delay of the circuit and considering the clock period and setup/hold time. As a result, by exploiting the boundaries a set of closed-form expressions for the latching probability under different SET pulse width and logic delay conditions is found. The simulation results show that the accuracy of the proposed analytical model is up to 97.1% for single cycle and 98% for multiple cycle SET pulse widths. Another advantage of the proposed method in addition to accuracy is the speed of the procedure. First based on the environment condition and the location
of the circuit that is wished to evaluate the SER due to SET, the proper boundaries for the SET pulse width and logic gate delay are found. Next, the probability of an SET latching in the memory element is chosen based on the boundaries and is calculated. According to the fact that the probability of error latching is determined through an analytical method and the time consuming random Monte Carlo simulation is avoided, the simulation time reduces by up to 78% in the c6288 circuit.

In future work, it will be interesting to validate our analytical expressions by physical measurements in a controlled environment, where the radiation of high energy charged particles is performed in the form of ion beams.

8.2. CPA Resistance Assessment of AES with Different Fault Detection methods

The combination of Side channel analysis (SCA) and fault analysis (FA) offers a stronger attack for cryptosystems by the adversary and result in compromising the cryptographic algorithms. Our hardware based experimental results show that using multiple countermeasures to address both mentioned types of attacks affects the total power consumption and could possibly result in a more effective CPA attack. Consequently, the key retrieval speed through CPA attack is affected by the use of fault detection methods. We performed a systematic assessment on the impact of different fault detection (FD) methods on the CPA resistance of complete AES implementation. In this work, the impact of using different power models in the CPA attack, the FPGA synthesis optimization choices, and the different S-Box implementations on the key retrieval speed were studied. Furthermore, a unified countermeasure was introduced to thwart the impact of the combined CPA and FA attack. The proposed countermeasure uses the masking technique along with an error control code (ECC). The combination of the masking technique and error deflection ECC creates a situation that prevents the attacker to achieve an accurate power prediction in the CPA attack.
Our FPGA-based experimental results show that the proposed method can successfully thwart the CPA attack for a given 7000 power traces. In addition, the proposed unified countermeasure reduces the FA success rate by 90% comparing with the case when masking is only used as the countermeasure.

As an extension of this work, one can compare our method with more combinations of the existing FA countermeasure and SCA countermeasures. In this work, the impact of the existence of fault detection methods were studied on the effectiveness of CPA. It is interesting to know how the unified countermeasure behaves when fault is introduced to the system and what the success rate of CPA is.

8.3. Dynamic CRC to Thwart Reliability and Security Vulnerability

The weakness of the reliability and security of systems-on-chip need to be addressed simultaneously to avoid possible system failure or compromising the system. One of the common ways to protect the data in memories from random faults and possible hardware attacks is Cyclic Redundancy Code (CRC). CRC scrambles and obfuscates the data before it is written into the memory. According to the results presented in this work the generator polynomial can be recovered by an average of 3 different codewords for either systematic or non-systematic CRC. Therefore, it is imperative to address the reverse engineering threat in CRC and propose a stronger countermeasure. This work, has analyzed the security vulnerability of a usual CRC codec by using one generator polynomial. It has been shown that the CRC security against reverse engineering can be improved by using multiple generator polynomials. Furthermore, a dynamic polynomial alternation method was proposed to increase the attackers challenge in reverse engineering the intended CRC generator polynomial. Simulation results show that the proposed method increases the reverse engineering time by 27X over the single polynomial CRC method at the cost of 2.9%
and 3.8% more area and power consumption. In addition, the error detection rate of the CRC for odd number of errors was 100% for a certain set of generator polynomials. In contrast, the error detection rate for detecting 2-bit errors slightly decreased by 1% when another set of \( G(x) \) was used while each generator polynomial in the set had a 100% chance of detecting 2-bits of errors in a single \( G(x) \) CRC.

To improve this work, a more detailed guideline on the generator polynomial is needed to provide a good balance of protection against reverse engineering and offer a maximum error detection rate. In addition, it is worth investigating the susceptibility of the system with dynamic CRC against side channel analysis attack.
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