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ABSTRACT

ONE-CENTER EXPANSION WAVE FUNCTIONS
AND THE HELLMANN-FEYNMAN THEOREM

by

JAMES JOSEPH EBERHARDT

One-center expansion wave functions (OCE-WF's) of multiconfigurational type are used to compute internuclear forces for the hydrogen molecule. A comparison is made between the force values computed from the slope of the total energy curve and those forces predicted by the Hellmann-Feynman electrostatic theorem (HFET) in order to ascertain the reliability of the forces computed from the latter when an approximate wave function of the OCE type is used.

In general, the HFET cannot be expected to provide quantitatively or even qualitatively correct behavior for internuclear forces when approximate wave functions are used unless infinitesimal changes in nuclear positions (in the case of a diatomic molecule, an infinitesimal change in the internuclear distance) produce no change in the approximate wave function. Such approximate wave functions are characterized as "floating" or "stable" wave functions. Since OCE-WF's have no provision for the inclusion of parameters to allow
them to "float", they would not be expected to satisfy the theorem.

The results show that OCE-WF's do indeed satisfy the HFET without need of floating parameters if the following three restrictions are observed.

1) The coordinate system must be chosen such that the kinetic energy part of the Hamiltonian is independent of nuclear coordinates (internuclear distance).

2) The OCE approximate wave function must be fully optimized with respect to all of the basis function parameters included in the wave function.

3) The basis functions used to construct the wave function must exhibit no explicit dependence upon nuclear coordinates (internuclear distance), although an implicit or parametric dependence is allowable if condition (2) is fulfilled.

OCE functions satisfying the above three criteria are referred to as being stable with respect to changes in nuclear coordinates and hence the HFET is satisfied.

From an analysis of the OCE results it is inferred that most approximate wave functions do not satisfy the theorem because they are of multicenter type. Use of such approximate wave functions leads to the introduction of explicit dependence of the wave function on nuclear coordinates when the basis functions are transformed from their nuclear centers to a point coincident with the origin of a volume element of integration. Without such coordinate transformations the basic
multicenter integrals could not be evaluated. It is pointed out that the introduction of additional variational parameters which allow the basis functions to "float" or move from their fixed nuclear centers removes the explicit dependence of the multicenter integrals (and hence, the wave function) on nuclear coordinates which would ordinarily be introduced by the basis transformation.

Correlation effects, as expected, are shown to have no part in the satisfaction or negation of the theorem.

Comparison of the forces computed by either method with experimentally determined values shows that the results obtained from comparable OCE-WF's in a Gaussian, a Slater or a generalized exponential type basis all become progressively worse as the internuclear distance is increased from the equilibrium internuclear separation. However, the energetically inferior Gaussian basis trial functions are shown to lead to predictions of equilibrium internuclear separations in better agreement with the experimentally determined value of 1.40 au than both of the comparable wave functions in the other two bases.

Finally, forces computed with a seven configuration wave function are compared to experimentally determined values in order to demonstrate that OCE-WF's have the capability, for certain centrosymmetric systems, of predicting internuclear forces approaching the experimental values in accuracy, at least in the region of the equilibrium internuclear separation.
SECTION I

INTRODUCTION

This thesis is concerned with an investigation of the forces predicted by the Hellmann-Feynman electrostatic theorem (HFET) when one kind of approximate wave function viz. a one-center expansion wave function (OCE-WF), which does not contain a so-called 'floating' variational parameter, is used. The single center approach has the computational advantage that no multicenter electron repulsion molecular integrals need be evaluated and hence, all integrals can be expressed in closed analytical form.

The hydrogen molecule was chosen as the simplest case of general applicability, and a multiconfiguration variational rather than Hartree-Fock approach was taken in building up the wave function in order to ascertain the effect of introducing some electron correlation. Moreover, Stanton, and Kern and Karplus have already shown that fully optimized wave functions such as the Hartree-Fock satisfy the theorem.

Despite the apparent simplicity of the derivation of the generalized Hellmann-Feynman theorem (GHFT), there has been some confusion concerning its validity and consequences. In particular, misinterpretations of the conditions under which the GHFT reduces to the HFET for approximate wave functions have been common.

In general, when an approximate instead of exact wave function is used to compute internuclear forces from the HFET, the results are no longer quantitatively or even qualitatively reliable. Since the
exact wave function is not known for most systems of chemical interest, it is of some importance to determine the conditions under which approximate wave functions will satisfy the theorem. Hurley\(^3\) and Hall\(^10\) have specified general conditions for satisfaction of the theorem when approximate wave functions are used. However, even though the theorem may be satisfied by certain types of approximate wave functions, such satisfaction does not imply that the forces so computed will agree quantitatively with the experimentally determined exact forces\(^11\) (or those forces which would have been predicted by the theorem had the exact wave function been known). Rather, it only allows one to specify conditions under which internuclear forces can be computed with confidence from approximate wave functions by means of the computationally simple HFET instead of by the more difficult task of calculating the slope of the total energy curve. The final criterion for the "goodness" of the forces calculated by either method must be, as always, agreement with experiment.

In this thesis, internuclear force curves for the hydrogen molecule were constructed using an OCE-WF both by application of the HFET and by taking the slope (first derivative of the total energy with respect to internuclear distance) of the total energy curve. From a comparison of the forces computed by each method with each other and an analysis of the OCE-WF used, one may ascertain the degree of reliability of the forces predicted when one uses this type of wave function in the HFET as compared to the forces computed from the alternative method of taking the slope of the total energy curve. The experimental force curve is also presented for comparison.
SECTION II

HISTORY

1. THE HELLMANN-FEYNMAN THEOREM

The theorem was first formulated by Hellmann and followed shortly thereafter by an alternative derivation by Feynman. An attack on the validity of the theorem was mounted by Coulson and Bell but was subsequently refuted in a paper by Berlin.

Investigations of some of the types of approximate wave functions which satisfy the theorem have been carried out by Hurley, Hirschfelder and Coulson, and Coulson and Hurley. Such an analysis by Hurley has shown that in order for an approximate wave function to satisfy the HFET it is necessary, when one uses the variational approach to building an approximate wave function, to include a variational floating parameter in the wave function. More recently, Hall has introduced the more general concept of "stable" wave functions but Hurley has demonstrated the equivalence of his floating wave function to the former.

Although the OCE-WF used in the thesis does not contain, as such, a floating parameter and hence cannot be expected to yield good forces from the HFET, it is to be expected that as the wave function becomes more flexible (more configurations are added or a better basis set is used) that the force curve from the theorem will approach that obtained from the slope of the total energy curve.

2. ONE-CENTER EXPANSION WAVE FUNCTIONS

The single center or one-center expansion (OCE) method has long
been used as a means of constructing approximate wave functions for certain centrosymmetric molecules. The main reason for the popularity of the approach lies in its computationally significant advantage of avoiding the evaluation of the difficult multicenter electron repulsion integrals. However, early results for molecules\textsuperscript{16} were not promising and the method was in danger of being abandoned. Significant contributions to the resurrection of the OCE method may be attributed to Joy and Parr\textsuperscript{2} who showed that the initially discouraging results obtained by some investigators were due to an inappropriate choice of basis functions rather than any inherent fault of the method. Furthermore, Moccia\textsuperscript{17} applied the method of the self-consistent field (SCF) to obtain startlingly good results for a single center wave function. The thesis follows the variational approach used by the former authors with the incidental innovation of the quite flexible basis functions of Carrier and Pilar.\textsuperscript{15} Comparisons were made with results obtained from wave functions constructed from Slater type functions (STF's) and Gaussian type functions (GTF's) in order to determine any advantage which might be gained by a change in basis.

Since it is not the purpose of this thesis to provide yet another hydrogen molecule wave function for the literature, but rather to test the efficacy of such OCE-WF's for computing internuclear forces through the HFET, the reader will be referred to the very recent reviews and comprehensive bibliographies on OCE-WF's given by Joshi\textsuperscript{18}, Bishop\textsuperscript{19}, and Hayes and Parr.\textsuperscript{20}
SECTION III

METHOD

1. THE WAVE FUNCTION

The wave functions considered in this thesis are of the multiconfigurational type similar to those employed by Joy and Parr. Each wave function is expressed as a linear combination of split shell configurations, viz.

\[ \psi = \sum_{i} c_i \phi_i \]  

(1-1)

For the \( \sum_g^+ \) ground state of the hydrogen molecule, each split shell configuration is composed of a linear combination of two Slater determinants of the form

\[ \phi_i = \frac{N_i}{\sqrt{a!}} \left( \begin{array}{c} X_{s_1}^{(1)} \ X_{s_2}^{(1)} \\ X_{l_1}^{(2)} \ X_{l_2}^{(2)} \end{array} \right) \left( \begin{array}{c} X_{s_1}^{(1)} \ X_{s_2}^{(1)} \\ X_{l_1}^{(2)} \ X_{l_2}^{(2)} \end{array} \right) \]  

(1-2)

\( N_i \) is the configuration normalization constant given by

\[ N_i = \left[ 2a(l + S_{l_1, l_2}) \right]^{-\frac{1}{2}} \]  

(1-3)

and the \( \chi^\alpha \) are the basis functions used to construct the wave function. The subscripts \( l_1, l_2 \) on \( \chi \) refer to the basis functions of angular quantum number \( l_1 \) and \( l_2 \) respectively, while the numbers in parentheses denote specific electron coordinates. Absence or presence of a bar over \( \chi \) indicates \( \alpha \) or \( \beta \) spin functions, respectively. Split shell configurations were used rather than the alternative closed shell (single determinant) configurations in order to utilize
more variational parameters and hence, introduce more flexibility into the wave function. One can readily show, however, that the former reduces to the latter if the variational parameters of $\chi_{1}$ and $\chi_{2}$ are equal.

The basis set employed in the present calculations is due to Carrier and Pilar. These generalized exponential type functions (GETF's) have the form

$$\chi_{\ell} = A_{\ell}(n_{\ell}, \alpha_{\ell}, p) r^{n_{\ell}-1} e^{-\alpha_{\ell} r^{p}} Y_{\ell,m}(\theta, \phi)$$

(1-4)

where $n_{\ell}$ is the principal quantum number (in this case a variational parameter and, in general, non-integral). $\alpha_{\ell}$ is the orbital exponent variational parameter and $p$ is the exponential power parameter. $A_{\ell}(n_{\ell}, \alpha_{\ell}, p)$ is the radial normalization constant of the form

$$A_{\ell}(n_{\ell}, \alpha_{\ell}, p) = \frac{\left[p (2\alpha_{\ell})^{2(n_{\ell}+1)/p}\right]}{\Gamma[(2n_{\ell}+1)/p]}^{1/2}$$

(1-5)

$Y_{\ell,m}(\theta, \phi)$ is the usual normalized spherical harmonic. One can immediately see that when $p = 1$ and $p = 2$ the GETF's reduce to the familiar Slater type functions (STF's) and Gaussian type functions (GTF's), respectively.

A variational solution to the time-independent Schrödinger wave equation

$$\mathcal{H}_{0} \Psi = E \Psi$$

(1-6)

is obtained by minimization of the expectation value of the
Hamiltonian operator with respect to all of the variational parameters, \( u_r \), in the trial wave function. That is,

\[
\frac{\partial \langle H_{op} \rangle}{\partial u_r} = 0 \quad r = 1, 2, 3 \ldots
\]  

(1-7a)

Where \( H_{op} \) is the system Hamiltonian and \( \langle H_{op} \rangle \) is its expectation value, the total energy of the system. Here \( u_r \) represents any of the variational parameter \( C_i, n, \alpha, p \).

If one wishes to find the optimal internuclear separation for the trial wave function employed, then the internuclear distance also becomes a variational parameter

\[
\frac{\partial \langle H_{op} \rangle}{\partial R} = 0
\]  

(1-7b)

In the above equations

\[
\langle H_{op} \rangle = \langle \Psi | H_{op} | \Psi \rangle
\]  

(1-8)

and it is assumed that \( \Psi \) is normalized, viz.

\[
\langle \Psi | \Psi \rangle = 1
\]  

(1-9)

Solution of the linear variational equations (i.e. when \( u_r = C_i \)) leads to the usual matrix* eigenvalue problem^21

\[
(H - E_i \Delta) C_i = 0
\]  

(1-10)

---

* Matrices are denoted herein by the presence of \( \sim \) below upper case alphabetical symbols, for example, \( \Delta \).
from which arises the secular determinant

$$\det(H - E_i \Delta) = 0$$  \hspace{1cm} (1-11)

The matrix elements between configurations $\Phi_i$, $\Phi_j$ of the Hamiltonian and unit operators are denoted by $H_{ij}$ and $\Delta_{ij}$, respectively, and have the form

$$H_{ij} = \langle \Phi_i \vert H_\text{op} \vert \Phi_j \rangle$$  \hspace{1cm} (1-12a)

$$\Delta_{ij} = \langle \Phi_i \vert \Phi_j \rangle$$  \hspace{1cm} (1-12b)

where the configurations are normalized to unity (but not necessarily orthogonal).

$$\langle \Phi_i \vert \Phi_i \rangle = 1$$  \hspace{1cm} (1-13)

$E_i$ represents the set of eigenvalues which come from solution of the secular determinant (1-11); the lowest eigenvalue corresponds to the desired ground state total energy.

A much more difficult problem is that of optimizing the non-linear parameters ($n_k$, $a_k$, $p$) and much effort has been expended to determine the most efficient method of optimization. The pattern search technique of Hook and Jeeves$^{22}$ was the method employed herein. A description of the computer programs and flow charts is given in Appendix 3.

The coordinate system was set up as shown in Figure 1 with the origin taken at the molecular midpoint. For the hydrogen molecule the exact non-relativistic Hamiltonian, $H_\text{op}$, may be written (in atomic units)
Figure 1

The Coordinate System
where $V_1^2$ and $V_2^2$ are the kinetic energy operators for electrons 1 and 2; $r_{1A}^*, r_{1B}^*, r_{2A}^*, r_{2B}^*$ are the distances from electrons 1 and 2 and nuclei A and B, respectively; $r_{12}$ is the inter-electronic distance and $R$ is the internuclear distance.

Expansion of the general matrix elements $H_{ij}$ and $\Delta_{ij}$ after application of the appropriate operator leads to expressions composed of four types of integrals over the basis functions (1-4).

\[
H_{ij} = (1 + S_{x_i z_i})^{-1/2} (1 + S_{x_j z_j})^{-1/2} \left[ S_{x_i z_i} (T_{x_2 z_2} + V_{x_2 z_2}) + S_{x_j z_j} (T_{x_3 z_3} + V_{x_3 z_3}) + S_{x_k z_k} (T_{x_4 z_4} + V_{x_4 z_4}) + S_{x_l z_l} (T_{x_5 z_5} + V_{x_5 z_5}) \right] / R \]  

(1-15)

\[
\Delta_{ij} = (1 + S_{x_i z_i})^{-1/2} (1 + S_{x_j z_j})^{-1/2} \left[ S_{x_i z_i} S_{x_j z_j} + S_{x_k z_k} S_{x_l z_l} \right] / R \]  

(1-16)

Appendix 1 gives in detail the method for expanding matrix elements between non-orthogonal configurations in terms of the basis functions.

The basic integrals are

Overlap integrals:

\[
S_{x_i z_i} = \int \chi_{x_i}^*(i) \chi_{x_i} (i) \, d\nu_i  
\]  

(1-17)

Kinetic energy integrals:

\[
T_{x_i z_i} = \int \chi_{x_i}^*(i) \left[ -i \hbar \nabla^2 \right] \chi_{x_i} (i) \, d\nu_i  
\]  

(1-18)

Nuclear-electron attraction integrals:

\[
V_{x_i z_i} = \int \chi_{x_i}^*(i) \left[ \sum N \, \hbar \nabla^2 \right] \chi_{x_i} (i) \, d\nu_i  
\]  

(1-19)
where \( N \) represents either nucleus A or B

Electron-electron repulsion integrals:

\[
J_{r_1, r_2, r_3, r_4} = \int \chi_{r_1}^*(r_1) \chi_{r_2}^*(r_2) \frac{1}{r_{12}} \chi_{r_3}^*(r_3) \chi_{r_4}(r_4) \, d\rho_1 \, d\rho_2 \tag{1-20}
\]

\[
K_{r_1, r_2, r_3, r_4} = \int \chi_{r_1}^*(r_1) \chi_{r_2}^*(r_2) \frac{1}{r_{12}} \chi_{r_3}(r_3) \chi_{r_4}(r_4) \, d\rho_1 \, d\rho_2 \tag{1-21}
\]

The basic integrals of Eqs. (1-17) - (1-21) were evaluated in terms of a number of auxiliary functions such as the gamma function, incomplete gamma function and the incomplete beta function. Thus, the overlap integral is written:

\[
S_{l_1, l_2} = \delta_{m_1, m_2} \delta_{l_1, l_2} A_F(n_{l_1}, \alpha_{l_1}, p) A_F(n_{l_2}, \alpha_{l_2}, p) \frac{\Gamma[(n_{l_1} + n_{l_2} + 1)/p]}{\rho \, \Gamma[\alpha_{l_1} + \alpha_{l_2}][(n_{l_1} + n_{l_2} + 1)/p]} \tag{1-22}
\]

where \( \delta_{m_1, m_2}, \delta_{l_1, l_2} \) are Kronecker deltas and \( \Gamma[(n_{l_1} + n_{l_2} + 1)/p] \) is the gamma function defined by

\[
\Gamma(x) = \int_0^\infty e^{-t} t^{x-1} \, dt \tag{1-23}
\]

The kinetic energy integral is:

\[
T_{l_1, l_2} = \frac{1}{2} \delta_{m_1, m_2} \delta_{l_1, l_2} A_F(n_{l_1}, \alpha_{l_1}, p) A_F(n_{l_2}, \alpha_{l_2}, p) \frac{\Gamma(x) \rho(\alpha_{l_1} + \alpha_{l_2})}{\Gamma[\alpha_{l_1} + \alpha_{l_2}]}
\]

\[
\cdot \left[ \frac{n_{l_1}(n_{l_1} - 1) - \lambda_1 (\lambda_1 + 1) - \alpha_{l_1}(2n_{l_1} + p - 1)(n_{l_1} + n_{l_2} - 1)/(\alpha_{l_1} + \alpha_{l_2})}{\alpha_{l_1}^2} + \frac{n_{l_2}(n_{l_2} - 1) + p(n_{l_2} + n_{l_2} - 1)(\alpha_{l_2} + \alpha_{l_2})}{\alpha_{l_2}^2} \right] \tag{1-24}
\]

where here \( x = (n_{l_1} + n_{l_2} - 1)/p \) and it is required that the principal quantum numbers be such that \( (n_{l_1} + n_{l_2}) > 1 \).

The nuclear-electron attraction integral has the form:
\[ v_{x, z} = - \delta(m, m - m_2) A_r(n_{x, z}, \alpha_{r, z}, \rho) \sum_{k=0}^{l_{x, z} + l_{z, z}} \left[ \frac{4\pi}{2k + 1} \right]^{l_{x, z} + l_{z, z}} \]

\[ \cdot \sum_{N} Y_{l_{x, z}, m_{l_{x, z}}}(\Theta_{CN}, \Phi_{CN}) C^k(l, m_{l_{x, z}}, m_{l_{z, z}}) \]

\[ \cdot \left( \frac{\gamma(a, x)}{R_{CN}^l a^{l + 1} \rho (\alpha_{l_{x, z}} + \alpha_{l_{z, z}})} + \frac{\Gamma(b, x)}{\rho (\alpha_{l_{x, z}} + \alpha_{l_{z, z}})} \right) \]

(1-25)

Where in (1-25) \( R_{CN} \) is the distance from the origin of the coordinate system (C) to nucleus N (i.e. either A or B), \( Y_{l, m}(\Theta_{CN}, \Phi_{CN}) \) is a geometrical spherical harmonic which depends upon the angular coordinates of nucleus N. \( \gamma(a, x) \) and \( \Gamma(b, x) \) are the small and large incomplete gamma functions respectively, defined by:

\[ \gamma(a, x) = \int_0^x e^{-t} t^{a - 1} \, dt \]

(1-26)

\[ \Gamma(a, x) = \int_x^\infty e^{-t} t^{a - 1} \, dt \]

(1-27)

\( C^k(l_{x, z}, l_{z, z}) \) is the integral over a product of three spherical harmonics given by Condon and Shortley\(^{26}\) and

\[ x = (\alpha_{l_{x, z}} + \alpha_{l_{z, z}}) R_{CN} \]  

(1-28a)

\[ a = (n_{x, z} + n_{l_{x, z}} + \rho + 1)/\rho \]  

(1-28b)

\[ b = (n_{z, z} + n_{l_{z, z}} - \rho)/\rho \]  

(1-28c)
The repulsion integrals are given by:
\[
\begin{align*}
\mathcal{J}_{\ell_1, \ell_2, \ell_3, \ell_4} &= \delta(m, m_1 - m_3) \delta(m, m_2 - m_5) A_{\ell_1}(\ell_1) A_{\ell_2}(\ell_2) A_{\ell_3}(\ell_3) A_{\ell_4}(\ell_4) \\
&\quad \times \sum_{A = 1}^{(\ell_1, \ell_2)} C^A(\ell_1, m_1, \ell_2, m_2) C^A(\ell_3, m_3, \ell_4, m_4) \\
&\quad \cdot \left( \frac{\Gamma(s) \Gamma(t) \Gamma(1-s, t)}{\Gamma(1, t)} \int_0^1 t^{s-1} (1-t)^{\nu-1} dt + \frac{\Gamma(u) \Gamma(v) \Gamma(1-u, v)}{\Gamma(1, v)} \int_0^1 t^{u-1} (1-t)^{\nu-1} dt \right)
\end{align*}
\]
(1-29)

here
\[
\begin{align*}
S &= (n_{\ell_1} + n_{\ell_2} - \lambda) / \rho \quad (1-30a) \\
T &= (n_{\ell_2} + n_{\ell_3} + \lambda + 1) / \rho \quad (1-30b) \\
U &= (n_{\ell_3} + n_{\ell_4} - \lambda) / \rho \quad (1-30c) \\
\nu &= (n_{\ell_1} + n_{\ell_3} + \lambda + 1) / \rho \quad (1-30d) \\
A &= \frac{\alpha_{\ell_1} + \alpha_{\ell_2}}{\alpha_{\ell_1} + \alpha_{\ell_2} + \alpha_{\ell_3} + \alpha_{\ell_4}} \quad (1-30e)
\end{align*}
\]

The incomplete beta function is defined:
\[
\begin{align*}
\mathcal{I}_x(p, q) &= \mathcal{B}_x(p, q) / \mathcal{B}(p, q) \\
&= \int_0^1 t^{x-1} (1-t)^{p-1} dt \\
&= \frac{\Gamma(p) \Gamma(q)}{\Gamma(p+q)}
\end{align*}
\]
(1-31)

and the complete beta function is given by
\[
\mathcal{B}_x(p, q) = \int_0^1 t^{x-1} (1-t)^{p-1} dt
\]
(1-32)

Also
\[
\mathcal{I}_{1-x}(y, p) = 1 - \mathcal{I}_x(p, q)
\]
(1-33)
Similarly, the expression for the repulsion integral
\[ K_{\ell_1 \ell_2 l_3 l_4} \]
may be written down simply by interchanging the
\( l_3 \) with the \( l_4 \) parameters in (1-29).

Appendix 2 gives detailed procedures for obtaining
the above integral expressions.

2. FORCES

The force on any nucleus, \( N \), in a molecule is defined
as the negative gradient of the total energy with respect
to some nuclear coordinate(s) contained in the Hamiltonian
of the system. For a diatomic molecule one may choose
to use the internuclear distance, \( R \), since this automatically
fixes the nuclear positions with respect to each other.

Then,
\[ F^N(R) = -\frac{\partial E(R)}{\partial R} \quad (2-1) \]
where \( E(R) \), the total energy, is a function of the internuclear
distance, \( R \). Since \( E(R) \) corresponds to the expectation
value of the Hamiltonian, we have (neglecting the
negative sign for the moment)
\[ \frac{\partial E(R)}{\partial R} = \frac{\partial \langle H_0 \rangle}{\partial R} \quad (2-2) \]

\[ = \langle \Psi | \partial H_0 / \partial R | \Psi \rangle + \langle \partial \Psi / \partial R | H_0 | \Psi \rangle \]
\[ + \langle \Psi | H_0 | \partial \Psi / \partial R \rangle \]
By the hermitian nature of \( H_0 \) and use of the turnover
rule \(^{21}\)
\[ \langle \Psi | H_0 | \partial \Psi / \partial R \rangle = \langle \partial \Psi / \partial R | H_0 | \Psi \rangle \quad (2-3) \]

For the exact stationary state eigenfunction of \( H_0 \), (1-6)
applies, so that the last two terms in (2-2) cancel since their sum is

\[ E(R) \frac{\partial}{\partial R} \int \psi^* \psi \, d\nu = E(R) \frac{\partial}{\partial R} (1) = 0 \]  

(2-4)

where \( \psi \) is assumed to be normalized. One has then arrived at a statement of the generalized Hellmann-Feynman theorem (GHFT).

\[ \partial \langle H_{op} \rangle / \partial R = \langle \partial H_{op} / \partial R \rangle = \langle \psi \partial H_{op} / \partial R | \psi \rangle \]  

(2-5)

In the above derivation the tacit assumption has been made that nuclear and electronic motions are essentially independent of each other; this is known as the Born-Oppenheimer approximation.\(^{28,29}\)

Since the Hamiltonian operator may be partitioned into kinetic and potential energy parts, respectively,

\[ H_{op} = T_{op} + V_{op} \]  

(2-6)

then if

\[ T_{op} \neq T_{op} (R) \]  

(2-7)

that is, if \( T_{op} \) is independent of \( R \), it follows that

\[ \partial E(R) / \partial R = \langle \partial V_{op} / \partial R \rangle = \langle \psi \partial V_{op} / \partial R | \psi \rangle \]  

(2-8)

which is a statement of the Hellmann-Feynman electrostatic theorem (HFET).
However, Coulson and Hurley\textsuperscript{9} have pointed out that for approximate wave functions condition (2-7) depends upon the coordinate system employed to construct the wave function and to express the Hamiltonian. Indeed, spheroidal coordinates, used in many two center computations, are one such example of a coordinate system which leads to an $R$-dependent kinetic energy operator, $T_{op}(R)$. The spherical polar coordinate system fixed in space\textsuperscript{30} employed throughout this thesis satisfies requirement (2-7) and hence, (2-8) could be used to compute forces rather than (2-5). The derivation of the theorem (2-8) given above holds only for the exact eigenfunction of $H_{op}$. Additional specifications must be set down if one desires to compute forces from (2-8) with the use of approximate wave functions.

Following Hurley,\textsuperscript{3} consider the case of an approximate wave function for a diatomic molecule

\[ \varphi = \varphi (u_1, u_2, \ldots, u_n) \quad (2-9) \]

where

\[ u_r = u_r(R) \quad (2-10) \]

that is, $\varphi$ is specified by some set of parameters, $u_r$, which themselves depend upon $R$. In the present case of a variational trial wave function, the $u_r$ correspond to the $C_1$, $n_\ell$, $a_\ell$ and $p$ of the limited basis set used to construct the desired approximation.

The internuclear forces computed by the use of such a wave function are given by (neglecting the negative sign)

\[ \frac{dE}{dR} = \left[ \frac{\partial E}{\partial u_r} \right]_{u_r} + \sum_r \left[ \frac{\partial E}{\partial u_r} \right]_{u_r} \frac{du_r}{dR} \quad (2-11) \]
where \( r \neq s \) and \( \{ u_r \} \) denotes the (finite) subset of parameters, \( u_r \), in the basis making up the wave function.

At optimization the summation term in (2-11) drops out since by definition of variational optimization

\[
\left[ \frac{\partial E}{\partial u_r} \right]_{R, \{ u_s \}} = 0
\]  

(2-12)

for all \( u_r \) in the trial wave function. In lieu of condition (2-12), the summation term may become zero if the parameters are made independent of \( R \), that is if

\[
\frac{du_r}{dR} = 0
\]  

(2-13)

It is not clear how this condition (2-13) might be accomplished, if at all, for a trial wave function composed of a finite number of parameters. For the exact wave function, of course, the quantities \( u_r \) are no longer dependent upon \( R \) since the exact wave function may be expanded in a complete set of basis functions. (Recall from the exact solution of the hydrogen atom, for example, that \( n \) is the principal quantum number of the complete set of H-like functions and a constant.) However, we shall assume optimization of the approximate wave function and hence we need not be concerned further with (2-13). Assuming optimization, the expression for computation of forces becomes

\[
\frac{dE}{dR} = \left[ \frac{\partial E}{\partial R} \right]_{u_r^{\text{opt}}} = \left[ \frac{\partial T}{\partial R} \right]_{u_r^{\text{opt}}} + \left[ \frac{\partial V}{\partial R} \right]_{u_r^{\text{opt}}}
\]  

(2-14)

where we have made use of the fact that the total energy is the sum of the kinetic and potential energies.
Extension of the above equations to polyatomic molecules may easily be made by taking the partial(s) with respect to the desired nuclear coordinate(s) while holding other nuclear positions fixed. By so doing the total differential on the left hand side of (2-14) becomes equivalent to the partial(s) on the right hand side.

Continuing, each term in (2-14) may be written

\[ \left( \frac{\partial T}{\partial R} \right)_{\psi_{\text{opt}}} = \left( \frac{\partial \langle T_{\text{opt}} \rangle}{\partial R} \right)_{\psi_{\text{opt}}} \]  

\[ = \langle \psi_{\text{opt}} | \frac{\partial T_{\text{opt}}}{\partial R} | \psi_{\text{opt}} \rangle + \langle \psi_{\text{opt}} | \frac{\partial T_{\text{opt}}}{\partial R} | \psi_{\text{opt}} \rangle \]

\[ + \langle \psi_{\text{opt}} | \frac{\partial T_{\text{opt}}}{\partial R} | \psi_{\text{opt}} \rangle \]

\[ = \langle \psi_{\text{opt}} | \frac{\partial V_{\text{opt}}}{\partial R} | \psi_{\text{opt}} \rangle + \langle \psi_{\text{opt}} | \frac{\partial V_{\text{opt}}}{\partial R} | \psi_{\text{opt}} \rangle \]

\[ + \langle \psi_{\text{opt}} | \frac{\partial V_{\text{opt}}}{\partial R} | \psi_{\text{opt}} \rangle \]

\[ \psi_{\text{opt}} \] denotes the wave function composed of the variationally determined optimum parameters, \( \psi_{\text{opt}} \).

Assuming that the coordinate system is chosen such that (2-7) is fulfilled, then the middle term of (2-15) drops out. Furthermore, in order that (2-14) reduce to (2-8), a statement of the HFET, it is necessary that

\[ \frac{\partial \psi_{\text{opt}}}{\partial R} = 0 \]  

(2-17)

that is, the parametrically optimized trial wave function must exhibit no explicit R-dependence. Berlin\(^7\) has shown that, for the case of the exact wave function, the potential
energy and kinetic energy contributions to the ∂Ψ/∂R terms of (2-15) and (2-16) cancel. Such cancellation does not generally occur for approximate wave functions and the ∂Ψ/∂R terms must be eliminated by requirement (2-17).

Assuming (2-17) and substituting (2-15) and (2-16) into (2-14) one obtains (with insertion of the negative signs)

\[
F_{HFET}^N (R) = -\left[ \frac{\partial E}{\partial R} \right]_{\Psi_{opt}^N} = -\left[ \frac{\partial V_{opt}}{\partial R} \right]_{\Psi_{opt}^N} = -\langle \Psi_{opt}^N | \frac{\partial V_{opt}}{\partial R} |\Psi_{opt}^N \rangle
\]

which is a statement of the HFET for a variationally optimized wave function explicitly independent of the internuclear distance, R. In general (2-17) does not hold for approximate wave functions and it is this failure to meet such a condition which negates the HFET for such wave functions.

Forces were computed from (2-18) for various values of the internuclear distance by the use of a number of OCE trial wave functions.

For the hydrogen molecule

\[
V_{opt} = -(1/r_{1A} + 1/r_{1B}) - (1/r_{2A} + 1/r_{2B}) + 1/r_{12} + 1/R
\]

(2-19)

However, the two electron operator, 1/r_{12}, is independent of R so that the force on nucleus N (either A or B) along the internuclear axis is

\[
F_{HFET}^N (R) = -\langle \Psi_{opt}^N | \frac{\partial V_{opt}}{\partial R} |\Psi_{opt}^N \rangle
+ \langle \Psi_{opt}^N |\frac{\partial}{\partial R}[\gamma_{1a} + \gamma_{1b} + \gamma_{2a} + \gamma_{2b}] |\Psi_{opt}^N \rangle
\]

(2-20)
Noting that the R-dependent part of $V_{op}$ is essentially a one-electron operator, one may integrate out the coordinates of all electrons, save one, to obtain the quantum mechanical charge density

$$\rho = \sum_{\mu=1}^{3} \rho_{\mu}$$

(2-21)

where the summation is over electron coordinates, $\mu$, and

$$\rho_{\mu} = \int \psi^*_{(1,2)} \psi_{(1,2)} \, dn_{\mu}$$

(2-22)

where $\mu = 1$ or 2.

For a multiconfiguration wave function

$$\rho_{\mu} = \sum_{i,j} \rho_{ij}$$

(2-23)

where the matrix elements over configurations, $\rho_{ij}$, are given by

$$\rho_{ij} = c_i^* c_j \int \Phi_i^* \Phi_j \, dn_{\mu}$$

(2-24)

If the configurations $\Phi_i$ and $\Phi_j$ were orthonormal, $\rho_{\mu}$ would reduce to a sum of the diagonal elements (the trace), $\rho_{i1}$. However, the basis (1-4) is not orthogonal and hence, neither are the configurations so that the general matrix element, $\rho_{ij}$, expanded in terms of the basis functions is given by

$$\rho_{ij} = c_i^* c_j \left[ 2(1 + S_{x_1 s_1}) \right]^{-\lambda_a} \left[ 2(1 + S_{x_2 s_2}) \right]^{-\lambda_b}$$

$$\cdot \left[ S_{s_1 s_4} X^{(i)}_{x_1} X^{(i)}_{x_2} + S_{s_2 s_3} X^{(i)}_{x_2} X^{(i)}_{x_3} \right.$$  

$$\left. + S_{s_3 s_4} X^{(i)}_{x_3} X^{(i)}_{x_4} + S_{s_1 s_2} X^{(i)}_{x_1} X^{(i)}_{x_4} \right]$$

(2-25)
The HFET then becomes

\[ F_{\text{HFET}}^N(R) = 1/R^2 + \int \rho \left[ \alpha (1/r_a + 1/r_b)/\varepsilon R \right] \, d\varepsilon \]  

(2-26)

Substitution of equations (2-21) through (2-25) into (2-26) and integration over coordinates \( dv_1 \) leads to

\[ F_{\text{HFET}}^N(R) = 1/R^2 + \sum_{i,j} F_{ij} \]  

(2-27)

where in an obvious notation

\[ F_{ij} = C_i^* C_j (1+ S_i t_a^2)^{-v_a} (1+ S_j t_b^2)^{-v_b} \cdot \left[ S_k t_a F_{k} t_a + S_k t_b F_{k} t_b + S_k t_a t_b F_{k} t_a t_b \right] \]  

(2-28)

and the force integrals over basis functions are given by

\[ F_{i,a} = \delta (m_i, m_i - m_a) A_r (\ell_1) A_r (\ell_2) \sum_{\varepsilon = \ell_1 - \ell_2} \left( \frac{4\pi}{2 \varepsilon + 1} \right)^{v_a} \]  

\[ \cdot \sum_{\ell} Y_{\ell,1m_1} (\theta_{CN}, \phi_{CN}) C_i^* (\ell_i, m_i, \ell_2 m_a) [2(n)/(PR)] \]  

\[ \cdot \left( \frac{-b(x) \gamma(\alpha, x)}{[R_{CN}^{\alpha+1} (\alpha+\alpha_2)]^\alpha} + \frac{I_{CN} \Gamma_{PB} (b, x)}{(\alpha_1+\alpha_2)^{b/\alpha}} \right) \]  

(2-29)

Here

\[ x = (\alpha_1+\alpha_2) R_{CN}^\alpha \]  

\[ a = (n_1 + n_2 + \alpha_1 + \alpha_2)/p \]  

\[ b = (n_1 + n_2 - \alpha_1)/p \]

Equation (2-29) may be derived by differentiating (1-25) with respect to \( R \).

For purposes of comparison, forces were also computed from the slope of the total energy curve.

\[ F_{\text{slope}}^N(R) = -\partial E/\partial R = (2T + V)/R \]  

(2-30)
or since \( E = T + V \)

\[
F_{\text{slope}}^N (R) = (T + E)/R \tag{2-31}
\]

The experimental force curve was computed by differentiating of the Hulburt-Hirschfelder potential function.

\[
F_{\text{exper}}''(R) = -\left[ \frac{1}{2} \frac{\omega_e}{\sqrt{\omega_e^2 R_e}} \right] \left[ \frac{\hbar c_o e^2/a_o^2}{2} \exp(-x) \left( 1 - \exp(-x) \right) \right]
+ C x^2 \exp(-2x) \left( 3 - 2x \left( 1 - b(1 - x) \right) \right) \tag{2-32}
\]

where

\[
x = \left[ \frac{\omega_e}{2 \sqrt{\omega_e D}} \right] \frac{(R - R_e)}{R} \tag{2-33}
\]

and \( h \) is Planck's constant, \( c_o \) is the speed of light, \( e \) and \( a_o \) are the charge on the electron and the first Bohr radius, respectively, all in cgs units. Definitions and numerical values for the spectroscopic constants are given in reference 11. The quantity \( \hbar c_o e^2/a_o^2 \) was needed to convert the forces to atomic units. Equations (2-27) and (2-31) also compute force values in atomic units.
SECTION IV

RESULTS

A preliminary calculation was performed using a simple single closed shell configuration wave function in a 1s GTF basis. The parameter values, forces from the theorem and the slope as a function of internuclear distance are presented in Table I. The forces computed from the theorem agree numerically with those computed from the slope to two or three figures. This agreement suggests that the forces computed in either manner should be identical, at least for this simple function. That this is indeed so may easily be shown analytically. Figure 2 is a graphical comparison of the data in Table I with the experimental forces of Table II and since the forces from the slope are equivalent to those from the theorem, only the former values were plotted. As is to be expected for such a simple function, agreement with experiment is poor although extrapolation of the theoretically computed curve to zero force predicts a surprisingly good, if somewhat large, value of 1.45 au as the equilibrium internuclear distance (that internuclear distance at which the net forces are zero) compared to the experimental value of 1.40 au.

As expected, there is no effect upon the satisfaction of the theorem due to the introduction of angular and radial correlation. Forces computed from 2 configuration wave
Table I

Optimized Non-linear Parameter, Total Molecular Energy, Kinetic Energy and Forces as a Function of Internuclear Distance for a Single Closed Shell Configuration OCE-WF of the Hydrogen Molecule In a 1s GTF Basis

<table>
<thead>
<tr>
<th>R</th>
<th>1.20</th>
<th>1.30</th>
<th>1.40</th>
<th>1.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>α_s</td>
<td>0.38383025</td>
<td>0.35796642</td>
<td>0.33461988</td>
<td>0.31352717</td>
</tr>
<tr>
<td>E</td>
<td>-0.93469906</td>
<td>-0.94827652</td>
<td>-0.95468807</td>
<td>-0.95579702</td>
</tr>
<tr>
<td>T</td>
<td>1.1514902</td>
<td>1.0738993</td>
<td>1.0038595</td>
<td>0.94058150</td>
</tr>
<tr>
<td>F_slope</td>
<td>+0.18065989</td>
<td>+0.09663255</td>
<td>+0.035122637</td>
<td>-0.010143973</td>
</tr>
<tr>
<td>F_HFET</td>
<td>+0.17870849</td>
<td>+0.096078694</td>
<td>+0.034842554</td>
<td>-0.010927960</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R</th>
<th>1.60</th>
<th>1.70</th>
<th>1.80</th>
<th>1.90</th>
</tr>
</thead>
<tbody>
<tr>
<td>α_s</td>
<td>0.29376292</td>
<td>0.27619243</td>
<td>0.26005006</td>
<td>0.24509627</td>
</tr>
<tr>
<td>E</td>
<td>-0.95296454</td>
<td>-0.94720149</td>
<td>-0.93925881</td>
<td>-0.92970258</td>
</tr>
<tr>
<td>T</td>
<td>0.88128877</td>
<td>0.82857728</td>
<td>0.78015018</td>
<td>0.7352880</td>
</tr>
<tr>
<td>F_slope</td>
<td>-0.04479738</td>
<td>-0.069779694</td>
<td>-0.088394582</td>
<td>-0.10232401</td>
</tr>
<tr>
<td>F_HFET</td>
<td>-0.044048771</td>
<td>-0.069478929</td>
<td>-0.088235855</td>
<td>-0.10172266</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R</th>
<th>2.00</th>
<th>2.10</th>
<th>2.20</th>
<th>2.30</th>
</tr>
</thead>
<tbody>
<tr>
<td>α_s</td>
<td>0.23149371</td>
<td>0.21881545</td>
<td>0.20769018</td>
<td>0.19703376</td>
</tr>
<tr>
<td>E</td>
<td>-0.91897082</td>
<td>-0.90739930</td>
<td>-0.89523906</td>
<td>-0.88269174</td>
</tr>
<tr>
<td>T</td>
<td>0.069448113</td>
<td>0.69644634</td>
<td>0.62307054</td>
<td>0.59110129</td>
</tr>
<tr>
<td>F_slope</td>
<td>-0.11224598</td>
<td>-0.11950272</td>
<td>-0.12371427</td>
<td>-0.12677968</td>
</tr>
<tr>
<td>F_HFET</td>
<td>-0.11168373</td>
<td>-0.11840636</td>
<td>-0.12398064</td>
<td>-0.12700337</td>
</tr>
</tbody>
</table>
Table I continued

<table>
<thead>
<tr>
<th>R</th>
<th>2.40</th>
<th>2.50</th>
<th>2.60</th>
<th>2.70</th>
</tr>
</thead>
<tbody>
<tr>
<td>α_s</td>
<td>0.18717140</td>
<td>0.17797858</td>
<td>0.16947526</td>
<td>0.16185969</td>
</tr>
<tr>
<td>E</td>
<td>-0.86990994</td>
<td>-0.85701448</td>
<td>-0.84409803</td>
<td>-0.83122772</td>
</tr>
<tr>
<td>T</td>
<td>0.56151420</td>
<td>0.53393573</td>
<td>0.50842577</td>
<td>0.48557907</td>
</tr>
<tr>
<td>F_{slope}</td>
<td>-0.12849963</td>
<td>-0.12923282</td>
<td>-0.12910599</td>
<td>-0.12801927</td>
</tr>
<tr>
<td>F_{HFET}</td>
<td>-0.12866032</td>
<td>-0.12916124</td>
<td>-0.12891161</td>
<td>-0.12859392</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R</th>
<th>2.80</th>
<th>2.90</th>
<th>3.00</th>
<th>3.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>α_s</td>
<td>0.15451783</td>
<td>0.14748329</td>
<td>0.14114082</td>
<td>0.13511771</td>
</tr>
<tr>
<td>E</td>
<td>-0.81846613</td>
<td>-0.80585259</td>
<td>-0.79342020</td>
<td>-0.78119224</td>
</tr>
<tr>
<td>T</td>
<td>0.46355349</td>
<td>0.44244987</td>
<td>0.42342246</td>
<td>0.40535313</td>
</tr>
<tr>
<td>F_{slope}</td>
<td>-0.12675577</td>
<td>-0.12531257</td>
<td>-0.12333387</td>
<td>-0.12123966</td>
</tr>
<tr>
<td>F_{HFET}</td>
<td>-0.12727529</td>
<td>-0.12523091</td>
<td>-0.12336999</td>
<td>-0.12112606</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R</th>
<th>3.20</th>
<th>3.30</th>
<th>3.40</th>
<th>3.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>α_s</td>
<td>0.12972033</td>
<td>0.12431103</td>
<td>0.11937666</td>
<td>0.11472744</td>
</tr>
<tr>
<td>E</td>
<td>-0.76918423</td>
<td>-0.75741416</td>
<td>-0.74588537</td>
<td>-0.73460644</td>
</tr>
<tr>
<td>T</td>
<td>0.38916099</td>
<td>0.37293309</td>
<td>0.35812998</td>
<td>0.34418231</td>
</tr>
<tr>
<td>F_{slope}</td>
<td>-0.11875850</td>
<td>-0.11651063</td>
<td>-0.11404693</td>
<td>-0.11155099</td>
</tr>
<tr>
<td>F_{HFET}</td>
<td>-0.11920393</td>
<td>-0.11649948</td>
<td>-0.11402476</td>
<td>-0.11149704</td>
</tr>
</tbody>
</table>
Figure 2

Plot of Force vs. Internuclear Distance for a Single Closed Shell Configuration OCE-WF in a 1s GTF Basis

(1) $F_{\text{exper}}$ (Table II)
(2) $F_{\text{slope}}$ (Table I)
Table II

Experimental Forces as a Function of Internuclear Distance for The Hydrogen Molecule from the Hulbert-Hirschfelder Potential Function

<table>
<thead>
<tr>
<th>$R$</th>
<th>$F_{\text{exper}}$</th>
<th>$R$</th>
<th>$F_{\text{exper}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.20</td>
<td>+0.10717040</td>
<td>2.50</td>
<td>-0.075347662</td>
</tr>
<tr>
<td>1.30</td>
<td>+0.044704270</td>
<td>2.60</td>
<td>-0.070558786</td>
</tr>
<tr>
<td>1.40</td>
<td>+0.00039656879</td>
<td>2.70</td>
<td>-0.065516412</td>
</tr>
<tr>
<td>1.50</td>
<td>-0.030990239</td>
<td>2.80</td>
<td>-0.060380731</td>
</tr>
<tr>
<td>1.60</td>
<td>-0.053008284</td>
<td>2.90</td>
<td>-0.055278201</td>
</tr>
<tr>
<td>1.70</td>
<td>-0.068101883</td>
<td>3.00</td>
<td>-0.050306331</td>
</tr>
<tr>
<td>1.80</td>
<td>-0.077987075</td>
<td>3.10</td>
<td>-0.045538358</td>
</tr>
<tr>
<td>1.90</td>
<td>-0.083899856</td>
<td>3.20</td>
<td>-0.041025862</td>
</tr>
<tr>
<td>2.00</td>
<td>-0.086758614</td>
<td>3.30</td>
<td>-0.036803320</td>
</tr>
<tr>
<td>2.10</td>
<td>-0.087265491</td>
<td>3.40</td>
<td>-0.032890551</td>
</tr>
<tr>
<td>2.20</td>
<td>-0.085972965</td>
<td>3.50</td>
<td>-0.029296003</td>
</tr>
<tr>
<td>2.30</td>
<td>-0.083325207</td>
<td>3.60</td>
<td>-0.026018593</td>
</tr>
<tr>
<td>2.40</td>
<td>-0.079684496</td>
<td>4.60</td>
<td>-0.0074017644</td>
</tr>
</tbody>
</table>
functions in GTF, STF and GETF bases are given in Tables III, IV, V and displayed graphically in Figures 3, 4 and 5, respectively. One may readily see from the latter that the change in basis from GTF to STF to GETF also has no effect upon satisfaction of the theorem (since the two curves are essentially superposed one on the other) so long as the respective wave function parameters are fully optimized. The importance of optimization is illustrated by the divergence of the slope and HFET curves in Figure 4 (for the STF wave function) where optimization was artificially constrained for large values of the internuclear distance. This suggests that comparison of the forces computed from the slope to those computed from the HFET is a highly sensitive test of wave function optimization.

Agreement with experiment for all three functions becomes progressively worse as R increases, although agreement is good in the region of the equilibrium internuclear distance and in fact, the GTF basis wave function predicts (perhaps fortuitously) the experimental equilibrium internuclear distance, 1.40 au. Both the STF and GETF wave functions predict somewhat shorter equilibrium values of 1.34 and 1.33 au, respectively.

The best of the three wave functions energetically is that in the GETF basis with a total energy of -1.1154604 au compared to -1.1125317 and -1.0987644 au for the respective comparable STF and GTF functions (all at the experimental internuclear distance of 1.40 au). The experimental total energy is given as -1.17 au at 1.40 au of distance.
### Table III

Optimized Non-linear and Linear Parameters, Total Molecular Energy, Kinetic Energy and Forces as a Function of Internuclear Distance for a Two Configuration OCE-GTF-WF of the Hydrogen Molecule

<table>
<thead>
<tr>
<th>R</th>
<th>1.30</th>
<th>1.32</th>
<th>1.34</th>
<th>1.36</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_s'$</td>
<td>0.88580382</td>
<td>0.88513213</td>
<td>0.88503212</td>
<td>0.88513207</td>
</tr>
<tr>
<td>$\alpha_{s}'$</td>
<td>0.16749698</td>
<td>0.16517663</td>
<td>0.16380161</td>
<td>0.16260946</td>
</tr>
<tr>
<td>$n_s''$</td>
<td>0.97353238</td>
<td>0.97610813</td>
<td>0.97610813</td>
<td>0.98031443</td>
</tr>
<tr>
<td>$\alpha_{s}''$</td>
<td>0.60715365</td>
<td>0.59843069</td>
<td>0.58914065</td>
<td>0.58385080</td>
</tr>
<tr>
<td>$n_s'''$</td>
<td>0.79852617</td>
<td>0.79852617</td>
<td>0.79852617</td>
<td>0.80352616</td>
</tr>
<tr>
<td>$\alpha_{s}'''$</td>
<td>0.23378539</td>
<td>0.23076302</td>
<td>0.22847754</td>
<td>0.22753280</td>
</tr>
<tr>
<td>$n_d$</td>
<td>2.5000000</td>
<td>2.5000000</td>
<td>2.5000000</td>
<td>2.5000000</td>
</tr>
<tr>
<td>$\alpha_d$</td>
<td>1.3381062</td>
<td>1.3032293</td>
<td>1.2712984</td>
<td>1.2411537</td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.99219453</td>
<td>0.99187356</td>
<td>0.99154431</td>
<td>0.99119192</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.12470001</td>
<td>0.12723255</td>
<td>0.12977183</td>
<td>0.13243854</td>
</tr>
<tr>
<td>E</td>
<td>-1.0961456</td>
<td>-1.0970974</td>
<td>-1.0978222</td>
<td>-1.0983353</td>
</tr>
<tr>
<td>T</td>
<td>1.1661100</td>
<td>1.1504879</td>
<td>1.1373425</td>
<td>1.1272860</td>
</tr>
<tr>
<td>$F_{\text{slope}}$</td>
<td>+0.053818807</td>
<td>+0.040447388</td>
<td>+0.02949276</td>
<td>+0.021287307</td>
</tr>
<tr>
<td>$F_{\text{HFET}}$</td>
<td>+0.053361475</td>
<td>+0.042953908</td>
<td>+0.031625509</td>
<td>+0.019938707</td>
</tr>
</tbody>
</table>
Table III Continued

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>1.38</th>
<th>1.40</th>
<th>1.45</th>
<th>1.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n_s'$</td>
<td>0.88716328</td>
<td>0.88816327</td>
<td>0.89499295</td>
<td>0.89724642</td>
<td></td>
</tr>
<tr>
<td>$a_s'$</td>
<td>0.16077888</td>
<td>0.15979242</td>
<td>0.15597284</td>
<td>0.15240860</td>
<td></td>
</tr>
<tr>
<td>$n_s''$</td>
<td>0.98176569</td>
<td>0.98372567</td>
<td>0.98605096</td>
<td>0.99047399</td>
<td></td>
</tr>
<tr>
<td>$a_s''$</td>
<td>0.57592452</td>
<td>0.56802052</td>
<td>0.55112368</td>
<td>0.53465915</td>
<td></td>
</tr>
<tr>
<td>$n_s'''$</td>
<td>0.80352616</td>
<td>0.80352616</td>
<td>0.80852616</td>
<td>0.80852616</td>
<td></td>
</tr>
<tr>
<td>$a_s'''$</td>
<td>0.22518367</td>
<td>0.22290444</td>
<td>0.21823746</td>
<td>0.21316081</td>
<td></td>
</tr>
<tr>
<td>$n_d0$</td>
<td>2.5000000</td>
<td>2.5000000</td>
<td>2.5000000</td>
<td>2.5000000</td>
<td></td>
</tr>
<tr>
<td>$a_d0$</td>
<td>1.2117682</td>
<td>1.1835394</td>
<td>1.1154470</td>
<td>1.0552998</td>
<td></td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.99085939</td>
<td>0.99050838</td>
<td>0.98959792</td>
<td>0.98865831</td>
<td></td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.13490188</td>
<td>0.13745719</td>
<td>0.14386624</td>
<td>0.15018374</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>-1.0986471</td>
<td>-1.0987644</td>
<td>-1.0983191</td>
<td>-1.0969238</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>1.1130686</td>
<td>1.1009636</td>
<td>1.0706825</td>
<td>1.0427494</td>
<td></td>
</tr>
<tr>
<td>$F_{slope}$</td>
<td>+0.010450356</td>
<td>+0.0015708413</td>
<td>-0.019059725</td>
<td>-0.036116395</td>
<td></td>
</tr>
<tr>
<td>$F_{HFET}$</td>
<td>+0.011045158</td>
<td>+0.0021014214</td>
<td>-0.018649042</td>
<td>-0.036775291</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.55</td>
<td>1.60</td>
<td>1.70</td>
<td>1.80</td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n_s'$</td>
<td>0.90045553</td>
<td>0.90322554</td>
<td>0.91043842</td>
<td>0.91333985</td>
<td></td>
</tr>
<tr>
<td>$\alpha_s'$</td>
<td>0.14893073</td>
<td>0.14569908</td>
<td>0.13978344</td>
<td>0.13408357</td>
<td></td>
</tr>
<tr>
<td>$n_s''$</td>
<td>0.99271888</td>
<td>0.99661881</td>
<td>1.0051661</td>
<td>1.0117226</td>
<td></td>
</tr>
<tr>
<td>$\alpha_s''$</td>
<td>0.51731908</td>
<td>0.50169516</td>
<td>0.47272438</td>
<td>0.44497889</td>
<td></td>
</tr>
<tr>
<td>$n_s'''$</td>
<td>0.81519282</td>
<td>0.81908166</td>
<td>0.82824373</td>
<td>0.83324373</td>
<td></td>
</tr>
<tr>
<td>$\alpha_s'''$</td>
<td>0.20931274</td>
<td>0.20504642</td>
<td>0.1968196</td>
<td>0.18966949</td>
<td></td>
</tr>
<tr>
<td>$n_{d_0}$</td>
<td>2.5000000</td>
<td>2.5000000</td>
<td>2.5000000</td>
<td>2.5000000</td>
<td></td>
</tr>
<tr>
<td>$\alpha_{d_0}$</td>
<td>1.0000210</td>
<td>0.94930762</td>
<td>0.85909390</td>
<td>0.78285587</td>
<td></td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.98769259</td>
<td>0.98668236</td>
<td>0.98454970</td>
<td>0.98229927</td>
<td></td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.15641111</td>
<td>0.16266078</td>
<td>0.17511177</td>
<td>0.18732005</td>
<td></td>
</tr>
<tr>
<td>$E$</td>
<td>-1.0947151</td>
<td>-1.0918121</td>
<td>-1.0843029</td>
<td>-1.0750475</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>1.0145254</td>
<td>0.98847067</td>
<td>0.93959051</td>
<td>0.89536637</td>
<td></td>
</tr>
<tr>
<td>$F_{\text{slope}}$</td>
<td>-0.051735476</td>
<td>-0.064588666</td>
<td>-0.085125268</td>
<td>-0.099823236</td>
<td></td>
</tr>
<tr>
<td>$F_{\text{HFET}}$</td>
<td>-0.051553130</td>
<td>-0.064451039</td>
<td>-0.084419370</td>
<td>-0.099744797</td>
<td></td>
</tr>
</tbody>
</table>
Table III Continued

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>1.90</th>
<th>2.00</th>
<th>2.10</th>
<th>2.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_s'</td>
<td>0.91982478</td>
<td>0.92613572</td>
<td>0.92888820</td>
<td>0.93955392</td>
<td></td>
</tr>
<tr>
<td>a_s'</td>
<td>0.12889439</td>
<td>0.12404639</td>
<td>0.11959761</td>
<td>0.11507362</td>
<td></td>
</tr>
<tr>
<td>n_s''</td>
<td>1.0205584</td>
<td>1.0247841</td>
<td>1.0343142</td>
<td>1.0392408</td>
<td></td>
</tr>
<tr>
<td>a_s''</td>
<td>0.42136109</td>
<td>0.39751494</td>
<td>0.37680537</td>
<td>0.35822755</td>
<td></td>
</tr>
<tr>
<td>n_s'''</td>
<td>0.83824372</td>
<td>0.84747279</td>
<td>0.85122275</td>
<td>0.85790974</td>
<td></td>
</tr>
<tr>
<td>a_s'''</td>
<td>0.18268770</td>
<td>0.17503434</td>
<td>0.16923010</td>
<td>0.16287029</td>
<td></td>
</tr>
<tr>
<td>n_dO</td>
<td>2.5000000</td>
<td>2.5000000</td>
<td>2.5042381</td>
<td>2.5029688</td>
<td></td>
</tr>
<tr>
<td>a_dO</td>
<td>0.71562803</td>
<td>0.65903342</td>
<td>0.60731882</td>
<td>0.56280535</td>
<td></td>
</tr>
<tr>
<td>C_1</td>
<td>0.97988045</td>
<td>0.97741431</td>
<td>0.97470051</td>
<td>0.97200710</td>
<td></td>
</tr>
<tr>
<td>C_2</td>
<td>0.19958740</td>
<td>0.21133500</td>
<td>0.22351807</td>
<td>0.23495299</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>-1.0645218</td>
<td>-1.0530901</td>
<td>-1.0410366</td>
<td>-1.0285616</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>0.85524738</td>
<td>0.81717730</td>
<td>0.78336481</td>
<td>0.75099200</td>
<td></td>
</tr>
<tr>
<td>F_slope</td>
<td>-0.11014485</td>
<td>-0.11795688</td>
<td>-0.12269962</td>
<td>-0.12620944</td>
<td></td>
</tr>
<tr>
<td>F_HFET</td>
<td>-0.11062163</td>
<td>-0.11824024</td>
<td>-0.12317050</td>
<td>-0.12665403</td>
<td></td>
</tr>
</tbody>
</table>
Table III Continued

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>2.30</th>
<th>2.40</th>
<th>2.50</th>
<th>3.60</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n_s'</td>
<td>0.94211262</td>
<td>0.94380838</td>
<td>0.95239311</td>
<td>1.1076155</td>
</tr>
<tr>
<td></td>
<td>a_s'</td>
<td>0.11093295</td>
<td>0.10701686</td>
<td>0.10388470</td>
<td>0.08477417</td>
</tr>
<tr>
<td></td>
<td>n_s''</td>
<td>1.0476933</td>
<td>1.0551424</td>
<td>1.0598831</td>
<td>1.0726995</td>
</tr>
<tr>
<td></td>
<td>a_s''</td>
<td>0.33969241</td>
<td>0.32252115</td>
<td>0.30728781</td>
<td>0.18923455</td>
</tr>
<tr>
<td></td>
<td>n_s''</td>
<td>0.86090970</td>
<td>0.86607444</td>
<td>0.87148815</td>
<td>0.92142969</td>
</tr>
<tr>
<td></td>
<td>a_s''</td>
<td>0.15700698</td>
<td>0.15147817</td>
<td>0.14624625</td>
<td>0.10274243</td>
</tr>
<tr>
<td></td>
<td>n_d_o</td>
<td>2.5161257</td>
<td>2.5446758</td>
<td>2.5690660</td>
<td>2.8322649</td>
</tr>
<tr>
<td></td>
<td>a_d_o</td>
<td>0.52475727</td>
<td>0.49534565</td>
<td>0.46914995</td>
<td>0.28594202</td>
</tr>
<tr>
<td></td>
<td>C_1</td>
<td>0.96912962</td>
<td>0.96624064</td>
<td>0.96331668</td>
<td>0.92728847</td>
</tr>
<tr>
<td></td>
<td>C_2</td>
<td>0.24655235</td>
<td>0.25764394</td>
<td>0.26836962</td>
<td>0.37434983</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>-1.0158482</td>
<td>-1.0030088</td>
<td>-0.99014235</td>
<td>-0.85897213</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>0.72079104</td>
<td>0.69331497</td>
<td>0.66871542</td>
<td>0.47427559</td>
</tr>
<tr>
<td></td>
<td>F_slope</td>
<td>-0.12828624</td>
<td>-0.12903965</td>
<td>-0.12857133</td>
<td>-0.10686046</td>
</tr>
<tr>
<td></td>
<td>F_HFET</td>
<td>-0.12765038</td>
<td>-0.12807262</td>
<td>-0.12854010</td>
<td>-0.10671562</td>
</tr>
</tbody>
</table>
Figure 3

Plot of Force vs. Internuclear Distance for a Two Split Shell Configuration OCE-GTF-WF

(1) \( F_{\text{exper}} \) (Table II)
(2) \( F_{\text{slope}} \) (Table III)
(3) \( F_{\text{HFET}} \) (Table III)
Table IV

Optimized Non-linear and Linear Parameters, Total Molecular
Energy, Kinetic Energy and Forces as a Function of Internuclear
Distance for a Two Configuration OCE-STF-WF of the Hydrogen
Molecule

<table>
<thead>
<tr>
<th>R</th>
<th>1.30</th>
<th>1.32</th>
<th>1.34</th>
<th>1.36</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n_s'</td>
<td>1.0980415</td>
<td>1.1012831</td>
<td>1.1000929</td>
<td>1.1000443</td>
</tr>
<tr>
<td>a_s'</td>
<td>1.4077253</td>
<td>1.4095917</td>
<td>1.4003744</td>
<td>1.3862181</td>
</tr>
<tr>
<td>n_s''</td>
<td>1.8260021</td>
<td>1.8582487</td>
<td>1.8775129</td>
<td>1.8967228</td>
</tr>
<tr>
<td>a_s''</td>
<td>1.4388208</td>
<td>1.4467602</td>
<td>1.4526005</td>
<td>1.4605722</td>
</tr>
<tr>
<td>n_s'''</td>
<td>1.2892780</td>
<td>1.2942772</td>
<td>1.3032761</td>
<td>1.3032751</td>
</tr>
<tr>
<td>a_s'''</td>
<td>1.2465601</td>
<td>1.2411098</td>
<td>1.2413845</td>
<td>1.2347374</td>
</tr>
<tr>
<td>n_d_0</td>
<td>3.5201092</td>
<td>3.5267982</td>
<td>3.5990191</td>
<td>3.5652924</td>
</tr>
<tr>
<td>a_d_0</td>
<td>3.6163931</td>
<td>3.5728197</td>
<td>3.6226292</td>
<td>3.5373430</td>
</tr>
<tr>
<td>C_1</td>
<td>0.99047470</td>
<td>0.99006230</td>
<td>0.98979127</td>
<td>0.98935890</td>
</tr>
<tr>
<td>C_2</td>
<td>0.13769895</td>
<td>0.14063096</td>
<td>0.14252734</td>
<td>0.14550185</td>
</tr>
<tr>
<td>E</td>
<td>-1.1129303</td>
<td>-1.1132221</td>
<td>-1.1133099</td>
<td>-1.1132145</td>
</tr>
<tr>
<td>T</td>
<td>1.1375780</td>
<td>1.1258564</td>
<td>1.1146107</td>
<td>1.1000137</td>
</tr>
<tr>
<td>F_slope</td>
<td>+0.018959787</td>
<td>+0.0095714293</td>
<td>+0.00097075617</td>
<td>-0.0097064562</td>
</tr>
<tr>
<td>F_HFET</td>
<td>+0.020157099</td>
<td>+0.010090828</td>
<td>-0.00038725138</td>
<td>-0.0069540143</td>
</tr>
</tbody>
</table>
### Table IV continued

<table>
<thead>
<tr>
<th>R</th>
<th>1.38</th>
<th>1.40</th>
<th>1.45</th>
<th>1.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_s'$</td>
<td>1.0982847</td>
<td>1.0982847</td>
<td>1.0827227</td>
<td>1.0723658</td>
</tr>
<tr>
<td>$a_s'$</td>
<td>1.3748217</td>
<td>1.3631258</td>
<td>1.3086519</td>
<td>1.2656803</td>
</tr>
<tr>
<td>$n_s''$</td>
<td>1.8994036</td>
<td>1.9010487</td>
<td>1.9379139</td>
<td>1.9698782</td>
</tr>
<tr>
<td>$a_s''$</td>
<td>1.4563484</td>
<td>1.4518490</td>
<td>1.4800034</td>
<td>1.4956417</td>
</tr>
<tr>
<td>$n_s'''$</td>
<td>1.2982750</td>
<td>1.3112698</td>
<td>1.3276482</td>
<td>1.3360100</td>
</tr>
<tr>
<td>$a_s'''$</td>
<td>1.2275200</td>
<td>1.2300835</td>
<td>1.2285461</td>
<td>1.2209768</td>
</tr>
<tr>
<td>$n_{d_0}$</td>
<td>3.5804644</td>
<td>3.5985203</td>
<td>3.6700535</td>
<td>3.7100525</td>
</tr>
<tr>
<td>$a_{d_0}$</td>
<td>3.5092497</td>
<td>3.4949846</td>
<td>3.4695730</td>
<td>3.4154701</td>
</tr>
<tr>
<td>C1</td>
<td>0.98894554</td>
<td>0.98859680</td>
<td>0.98758656</td>
<td>0.98653662</td>
</tr>
<tr>
<td>C2</td>
<td>0.14827973</td>
<td>0.15059251</td>
<td>0.15707809</td>
<td>0.16354299</td>
</tr>
<tr>
<td>E</td>
<td>-1.1129637</td>
<td>-1.1125317</td>
<td>-1.1108351</td>
<td>-1.1083212</td>
</tr>
<tr>
<td>T</td>
<td>1.0893669</td>
<td>1.0777330</td>
<td>1.0496855</td>
<td>1.0216780</td>
</tr>
<tr>
<td>$F_{slope}$</td>
<td>-0.017099135</td>
<td>-0.024856213</td>
<td>-0.042172249</td>
<td>-0.057762329</td>
</tr>
<tr>
<td>$F_{HFET}$</td>
<td>-0.017462492</td>
<td>-0.026568170</td>
<td>-0.042597234</td>
<td>-0.056569993</td>
</tr>
</tbody>
</table>
Table IV continued

<table>
<thead>
<tr>
<th>R</th>
<th>1.55</th>
<th>1.60</th>
<th>1.70</th>
<th>1.80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1'$</td>
<td>1.0621033</td>
<td>1.0536566</td>
<td>1.0406542</td>
<td>1.0256214</td>
</tr>
<tr>
<td>$\alpha_1'$</td>
<td>1.2271395</td>
<td>1.1878328</td>
<td>1.1238508</td>
<td>1.0616188</td>
</tr>
<tr>
<td>$n_1''$</td>
<td>2.0019884</td>
<td>2.0381107</td>
<td>2.1037006</td>
<td>2.1619358</td>
</tr>
<tr>
<td>$\alpha_1''$</td>
<td>1.5099592</td>
<td>1.5302010</td>
<td>1.5530519</td>
<td>1.5728703</td>
</tr>
<tr>
<td>$n_2''$</td>
<td>1.3390608</td>
<td>1.3491011</td>
<td>1.3603373</td>
<td>1.3724117</td>
</tr>
<tr>
<td>$\alpha_2''$</td>
<td>1.2086172</td>
<td>1.2000704</td>
<td>1.1767912</td>
<td>1.1555300</td>
</tr>
<tr>
<td>$n_{d0}$</td>
<td>3.7354527</td>
<td>3.7740526</td>
<td>3.8296795</td>
<td>3.9032040</td>
</tr>
<tr>
<td>$\alpha_{d0}$</td>
<td>3.3530006</td>
<td>3.3051100</td>
<td>3.1929121</td>
<td>3.1147566</td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.98544353</td>
<td>0.98430574</td>
<td>0.98187613</td>
<td>0.97938627</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.17000759</td>
<td>0.17647672</td>
<td>0.18952656</td>
<td>0.20199931</td>
</tr>
<tr>
<td>E</td>
<td>-1.1051264</td>
<td>-1.1013422</td>
<td>-1.0923929</td>
<td>-1.0820112</td>
</tr>
<tr>
<td>T</td>
<td>0.99652869</td>
<td>0.97220820</td>
<td>0.92538446</td>
<td>0.88402164</td>
</tr>
<tr>
<td>$F_{slope}$</td>
<td>-0.070063233</td>
<td>-0.080709040</td>
<td>-0.098240614</td>
<td>-0.10999465</td>
</tr>
<tr>
<td>$F_{HFET}$</td>
<td>-0.070000768</td>
<td>-0.079985440</td>
<td>-0.095950842</td>
<td>-0.10902333</td>
</tr>
</tbody>
</table>
Table IV continued

<table>
<thead>
<tr>
<th>R</th>
<th>1.90</th>
<th>2.00</th>
<th>2.10</th>
<th>2.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_{s'}</td>
<td>1.0136890</td>
<td>1.0039129</td>
<td>0.99644852</td>
<td>1.0160294</td>
</tr>
<tr>
<td>a_{s'}</td>
<td>1.0068436</td>
<td>0.95548427</td>
<td>0.91448563</td>
<td>0.92895889</td>
</tr>
<tr>
<td>n_{s''}</td>
<td>2.2251835</td>
<td>2.2796526</td>
<td>2.3321419</td>
<td>2.4067001</td>
</tr>
<tr>
<td>a_{s''}</td>
<td>1.5944977</td>
<td>1.6058664</td>
<td>1.6093559</td>
<td>1.5836468</td>
</tr>
<tr>
<td>n_{s'''}</td>
<td>1.3816700</td>
<td>1.3965513</td>
<td>1.4057751</td>
<td>1.4268847</td>
</tr>
<tr>
<td>a_{s'''}</td>
<td>1.1339788</td>
<td>1.1125183</td>
<td>1.0891514</td>
<td>1.0745525</td>
</tr>
<tr>
<td>n_d</td>
<td>3.9754457</td>
<td>4.0568991</td>
<td>4.1527719</td>
<td>4.2065859</td>
</tr>
<tr>
<td>a_d</td>
<td>3.0405293</td>
<td>2.9812880</td>
<td>2.9417324</td>
<td>2.8717175</td>
</tr>
<tr>
<td>C_1</td>
<td>0.97671604</td>
<td>0.97399974</td>
<td>0.97126251</td>
<td>0.96835995</td>
</tr>
<tr>
<td>C_2</td>
<td>0.21453750</td>
<td>0.22655153</td>
<td>0.23801166</td>
<td>0.24955851</td>
</tr>
<tr>
<td>E</td>
<td>-1.0706015</td>
<td>-1.0584621</td>
<td>-1.0458260</td>
<td>-1.0329876</td>
</tr>
<tr>
<td>T</td>
<td>0.84682220</td>
<td>0.80974621</td>
<td>0.77625000</td>
<td>0.74623460</td>
</tr>
<tr>
<td>F_slope</td>
<td>-0.11777902</td>
<td>-0.12435848</td>
<td>-0.12837005</td>
<td>-0.13034284</td>
</tr>
<tr>
<td>F_HPSET</td>
<td>-0.11831832</td>
<td>-0.12341821</td>
<td>-0.12746114</td>
<td>-0.12982625</td>
</tr>
</tbody>
</table>
Table IV continued

<table>
<thead>
<tr>
<th>R</th>
<th>2.30</th>
<th>2.40</th>
<th>2.50</th>
<th>3.60</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_s'$</td>
<td>1.0188694</td>
<td>1.0185413</td>
<td>1.0235434</td>
<td>1.0097065</td>
</tr>
<tr>
<td>$\alpha_s'$</td>
<td>0.90690482</td>
<td>0.87865978</td>
<td>0.86892343</td>
<td>0.64395100</td>
</tr>
<tr>
<td>$n_s''$</td>
<td>2.4682713</td>
<td>2.5136356</td>
<td>2.5855551</td>
<td>3.0899391</td>
</tr>
<tr>
<td>$\alpha_s''$</td>
<td>1.5842400</td>
<td>1.5769749</td>
<td>1.5715456</td>
<td>1.5449696</td>
</tr>
<tr>
<td>$n_s'''$</td>
<td>1.4313641</td>
<td>1.4402313</td>
<td>1.4529285</td>
<td>1.5493297</td>
</tr>
<tr>
<td>$\alpha_s'''$</td>
<td>1.0533247</td>
<td>1.0320387</td>
<td>1.0164852</td>
<td>0.84475428</td>
</tr>
<tr>
<td>$n_{d_0}$</td>
<td>4.2784929</td>
<td>4.3078346</td>
<td>4.3834009</td>
<td>5.2726355</td>
</tr>
<tr>
<td>$\alpha_{d_0}$</td>
<td>2.8198509</td>
<td>2.7420082</td>
<td>2.7018280</td>
<td>2.6363173</td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.96531022</td>
<td>0.96214634</td>
<td>0.95900840</td>
<td>0.93241560</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.26110941</td>
<td>0.27253491</td>
<td>0.28338063</td>
<td>0.36139071</td>
</tr>
<tr>
<td>$E$</td>
<td>-1.0199213</td>
<td>-1.0067911</td>
<td>-0.99372536</td>
<td>-0.85702550</td>
</tr>
<tr>
<td>$T$</td>
<td>0.71930277</td>
<td>0.69146281</td>
<td>0.66770726</td>
<td>0.48983377</td>
</tr>
<tr>
<td>$F_{\text{slope}}$</td>
<td>-0.13070428</td>
<td>-0.13138735</td>
<td>-0.15078781</td>
<td>-0.10199803</td>
</tr>
<tr>
<td>$F_{\text{HFET}}$</td>
<td>-0.13148600</td>
<td>-0.13128924</td>
<td>-0.13091725</td>
<td>-0.13412869</td>
</tr>
</tbody>
</table>
Plot of Force vs. Internuclear Distance for a Two Split Shell Configuration OCE-STF-WF. Divergence of Curves (2) and (3) with Increasing $R$ Indicates Lack of Optimization of the Trial Wave Function.

(1) $F_{\text{exper}}$ (Table II)
(2) $F_{\text{slope}}$ (Table IV)
(3) $F_{\text{HFET}}$ (Table IV)
Table V

Optimized Non-linear and Linear Parameters, Total Molecular Energy, Kinetic Energy and Forces as a Function of Internuclear Distance for a Two Configuration OCE-GEFF-WF of the Hydrogen Molecule

<table>
<thead>
<tr>
<th>( R )</th>
<th>1.30</th>
<th>1.32</th>
<th>1.34</th>
<th>1.36</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_s' )</td>
<td>1.2265406</td>
<td>1.2170162</td>
<td>1.2308950</td>
<td>1.2431641</td>
</tr>
<tr>
<td>( \alpha_s' )</td>
<td>1.1080580</td>
<td>1.0965157</td>
<td>1.0924807</td>
<td>1.0864782</td>
</tr>
<tr>
<td>( n_s'' )</td>
<td>0.93795961</td>
<td>0.95881516</td>
<td>0.94867992</td>
<td>0.93977982</td>
</tr>
<tr>
<td>( \alpha_s'' )</td>
<td>0.46923864</td>
<td>0.47967196</td>
<td>0.47460157</td>
<td>0.46991408</td>
</tr>
<tr>
<td>( n_s''' )</td>
<td>0.96880317</td>
<td>0.97481775</td>
<td>0.97481775</td>
<td>0.98164344</td>
</tr>
<tr>
<td>( \alpha_s''' )</td>
<td>0.62329698</td>
<td>0.62919056</td>
<td>0.62700379</td>
<td>0.62423521</td>
</tr>
<tr>
<td>( n_d_0 )</td>
<td>2.8689814</td>
<td>2.8872681</td>
<td>2.8948574</td>
<td>2.9141827</td>
</tr>
<tr>
<td>( \alpha_d_0 )</td>
<td>2.2395763</td>
<td>2.2212172</td>
<td>2.1949053</td>
<td>2.1769962</td>
</tr>
<tr>
<td>( p )</td>
<td>1.3241453</td>
<td>1.3199100</td>
<td>1.3195515</td>
<td>1.3184624</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>0.99092591</td>
<td>0.99053085</td>
<td>0.99016887</td>
<td>0.98979968</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>0.13441133</td>
<td>0.13729221</td>
<td>0.13988036</td>
<td>0.14247411</td>
</tr>
<tr>
<td>( E )</td>
<td>-1.1164761</td>
<td>-1.1166773</td>
<td>-1.1166439</td>
<td>-1.1164246</td>
</tr>
<tr>
<td>( T )</td>
<td>1.1376562</td>
<td>1.1266737</td>
<td>1.1150293</td>
<td>1.1010046</td>
</tr>
<tr>
<td>( F_{slope} )</td>
<td>+0.016292434</td>
<td>+0.0075730458</td>
<td>-0.0012049049</td>
<td>-0.01138223</td>
</tr>
<tr>
<td>( F_{HFPE} )</td>
<td>+0.015821815</td>
<td>+0.0036402345</td>
<td>-0.0067349672</td>
<td>-0.014661491</td>
</tr>
</tbody>
</table>
Table V continued

<table>
<thead>
<tr>
<th>R</th>
<th>1.38</th>
<th>1.40</th>
<th>1.45</th>
<th>1.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_{s'} )</td>
<td>1.2565956</td>
<td>1.2685385</td>
<td>1.2937880</td>
<td>1.3231983</td>
</tr>
<tr>
<td>( \alpha_{s'} )</td>
<td>1.0838594</td>
<td>1.0802088</td>
<td>1.0687733</td>
<td>1.0636148</td>
</tr>
<tr>
<td>( n_s'' )</td>
<td>0.93378764</td>
<td>0.92804188</td>
<td>0.92104530</td>
<td>0.90897620</td>
</tr>
<tr>
<td>( \alpha_{s''} )</td>
<td>0.46691781</td>
<td>0.46404481</td>
<td>0.46054631</td>
<td>0.45451146</td>
</tr>
<tr>
<td>( n_s''' )</td>
<td>0.98164344</td>
<td>0.99164343</td>
<td>0.99768949</td>
<td>1.0098858</td>
</tr>
<tr>
<td>( \alpha_{s'''} )</td>
<td>0.62389469</td>
<td>0.62377304</td>
<td>0.62162793</td>
<td>0.62046456</td>
</tr>
<tr>
<td>( n_{d_o} )</td>
<td>2.9282990</td>
<td>2.9434195</td>
<td>2.9689188</td>
<td>3.0153904</td>
</tr>
<tr>
<td>( \alpha_{d_o} )</td>
<td>2.1567335</td>
<td>2.1386003</td>
<td>2.0920277</td>
<td>2.0644846</td>
</tr>
<tr>
<td>( p )</td>
<td>1.3173056</td>
<td>1.3154383</td>
<td>1.3105059</td>
<td>1.3051138</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>0.98941207</td>
<td>0.98902106</td>
<td>0.98805374</td>
<td>0.98703808</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>0.14514047</td>
<td>0.14777887</td>
<td>0.15411198</td>
<td>0.16048765</td>
</tr>
<tr>
<td>( E )</td>
<td>-1.1160250</td>
<td>-1.1154604</td>
<td>-1.1134033</td>
<td>-1.1105366</td>
</tr>
<tr>
<td>( T )</td>
<td>1.0899372</td>
<td>1.0775938</td>
<td>1.0477648</td>
<td>1.0210819</td>
</tr>
<tr>
<td>( F_{\text{slope}} )</td>
<td>-0.018904209</td>
<td>-0.027047627</td>
<td>-0.045268085</td>
<td>-0.059636623</td>
</tr>
<tr>
<td>( F_{\text{HPET}} )</td>
<td>-0.023524642</td>
<td>-0.031208932</td>
<td>-0.048613727</td>
<td>-0.064735174</td>
</tr>
</tbody>
</table>
Table V continued

<table>
<thead>
<tr>
<th>R</th>
<th>n'_s</th>
<th>a'_s</th>
<th>n''_s</th>
<th>a''_s</th>
<th>n''''_s</th>
<th>n'_d</th>
<th>a'_d</th>
<th>C_1</th>
<th>C_2</th>
<th>E</th>
<th>T</th>
<th>F_slope</th>
<th>F_HFET</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.55</td>
<td>1.3511286</td>
<td>1.0564671</td>
<td>0.90246964</td>
<td>0.45125800</td>
<td>1.0151024</td>
<td>3.0426416</td>
<td>2.0210314</td>
<td>0.98593926</td>
<td>0.16710997</td>
<td>-1.1069860</td>
<td>0.99440080</td>
<td>-0.072635889</td>
<td>-0.077031612</td>
</tr>
<tr>
<td>1.60</td>
<td>1.3743372</td>
<td>1.0434122</td>
<td>0.89825642</td>
<td>0.44915134</td>
<td>1.0227356</td>
<td>3.0787058</td>
<td>1.9885225</td>
<td>0.98485857</td>
<td>0.17336392</td>
<td>-1.1028490</td>
<td>0.96864253</td>
<td>-0.083879352</td>
<td>-0.087122619</td>
</tr>
<tr>
<td>1.70</td>
<td>1.4361143</td>
<td>1.031594</td>
<td>0.88282371</td>
<td>0.44143456</td>
<td>1.0437956</td>
<td>3.1386795</td>
<td>1.9138727</td>
<td>0.98244560</td>
<td>0.18655246</td>
<td>-1.0932016</td>
<td>0.92400235</td>
<td>-0.099529386</td>
<td>-0.10392714</td>
</tr>
<tr>
<td>1.80</td>
<td>1.4771118</td>
<td>0.99863243</td>
<td>0.87788379</td>
<td>0.43896449</td>
<td>1.0590343</td>
<td>3.2030554</td>
<td>1.8513680</td>
<td>0.98002881</td>
<td>0.19885999</td>
<td>-1.0821524</td>
<td>0.88155687</td>
<td>-0.11144239</td>
<td>-0.11506754</td>
</tr>
</tbody>
</table>
Table V continued

<table>
<thead>
<tr>
<th>R</th>
<th>1.90</th>
<th>2.00</th>
<th>2.10</th>
<th>2.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_s' )</td>
<td>1.5450630</td>
<td>1.5950432</td>
<td>1.6574469</td>
<td>1.7204399</td>
</tr>
<tr>
<td>( \alpha_s' )</td>
<td>0.99928141</td>
<td>0.9851335</td>
<td>0.98314357</td>
<td>0.99394596</td>
</tr>
<tr>
<td>( n_s'' )</td>
<td>0.87150222</td>
<td>0.87171781</td>
<td>0.87065005</td>
<td>0.87380749</td>
</tr>
<tr>
<td>( \alpha_s'' )</td>
<td>0.43577355</td>
<td>0.43588132</td>
<td>0.43534744</td>
<td>0.43692625</td>
</tr>
<tr>
<td>( n_s''' )</td>
<td>1.0783844</td>
<td>1.0956259</td>
<td>1.1108952</td>
<td>1.1337509</td>
</tr>
<tr>
<td>( \alpha_s''' )</td>
<td>0.60514504</td>
<td>0.60270798</td>
<td>0.59980041</td>
<td>0.60479450</td>
</tr>
<tr>
<td>( n_d'O )</td>
<td>3.2599726</td>
<td>3.3342409</td>
<td>3.4058628</td>
<td>3.5367050</td>
</tr>
<tr>
<td>( \alpha_d'O )</td>
<td>1.8029833</td>
<td>1.7647362</td>
<td>1.7374382</td>
<td>1.7683525</td>
</tr>
<tr>
<td>p</td>
<td>1.2744751</td>
<td>1.2665844</td>
<td>1.2570658</td>
<td>1.2411394</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>0.97734874</td>
<td>0.97457635</td>
<td>0.97173417</td>
<td>0.96911353</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>0.21163982</td>
<td>0.22405779</td>
<td>0.23608154</td>
<td>0.24661785</td>
</tr>
<tr>
<td>E</td>
<td>-1.0702333</td>
<td>-1.0576696</td>
<td>-1.0447292</td>
<td>-1.0315752</td>
</tr>
<tr>
<td>T</td>
<td>0.84111673</td>
<td>0.80533695</td>
<td>0.77313870</td>
<td>0.74185574</td>
</tr>
<tr>
<td>( F_{\text{slope}} )</td>
<td>-0.12058818</td>
<td>-0.12616688</td>
<td>-0.12932938</td>
<td>-0.13169122</td>
</tr>
<tr>
<td>( F_{\text{HFET}} )</td>
<td>-0.12172794</td>
<td>-0.12662423</td>
<td>-0.13017792</td>
<td>-0.13259292</td>
</tr>
</tbody>
</table>
Table V continued

<table>
<thead>
<tr>
<th></th>
<th>2.30</th>
<th>2.40</th>
<th>2.50</th>
<th>3.60</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rs</td>
<td>1.8330412</td>
<td>1.9950619</td>
<td>2.3046207</td>
<td>3.4237022</td>
</tr>
<tr>
<td>As'</td>
<td>1.0367641</td>
<td>1.0978861</td>
<td>1.1885872</td>
<td>1.7222424</td>
</tr>
<tr>
<td>ns</td>
<td>0.88170755</td>
<td>0.89703727</td>
<td>1.0097837</td>
<td>1.1222219</td>
</tr>
<tr>
<td>s'</td>
<td>0.47103631</td>
<td>0.52770334</td>
<td>0.76990390</td>
<td>0.82853311</td>
</tr>
<tr>
<td>n's</td>
<td>1.1734447</td>
<td>1.2348938</td>
<td>1.3541479</td>
<td>1.6303577</td>
</tr>
<tr>
<td>as''</td>
<td>0.63871157</td>
<td>0.69398189</td>
<td>0.82870924</td>
<td>0.97029549</td>
</tr>
<tr>
<td>n'do</td>
<td>3.6559343</td>
<td>3.7713671</td>
<td>4.0514154</td>
<td>5.2962809</td>
</tr>
<tr>
<td>d'o</td>
<td>1.8279667</td>
<td>1.8992176</td>
<td>2.1797304</td>
<td>2.6482344</td>
</tr>
<tr>
<td>p</td>
<td>1.2060652</td>
<td>1.1664267</td>
<td>1.0912418</td>
<td>0.95464349</td>
</tr>
<tr>
<td>C1</td>
<td>0.96593273</td>
<td>0.96239537</td>
<td>0.95917332</td>
<td>0.92192149</td>
</tr>
<tr>
<td>C2</td>
<td>0.25879663</td>
<td>0.27165461</td>
<td>0.28281927</td>
<td>0.38737905</td>
</tr>
<tr>
<td>E</td>
<td>-1.0183353</td>
<td>-1.0053263</td>
<td>-0.99326873</td>
<td>-0.86156380</td>
</tr>
<tr>
<td>T</td>
<td>0.71474260</td>
<td>0.68983096</td>
<td>0.66775340</td>
<td>0.47573769</td>
</tr>
<tr>
<td>Fslope</td>
<td>-0.13199741</td>
<td>-0.13145697</td>
<td>-0.13020670</td>
<td>-0.10717428</td>
</tr>
<tr>
<td>FHFET</td>
<td>-0.13330501</td>
<td>-0.13127327</td>
<td>-0.12951392</td>
<td>-0.10748404</td>
</tr>
</tbody>
</table>
Figure 5

Plot of Force vs. Internuclear Distance for a Two Split Shell Configuration OCE-GETF-WF

(1) $F_{\text{exper}}$ (Table II)
(2) $F_{\text{slope}}$ (Table V)
(3) $F_{\text{HFET}}$ (Table V)
However, on the basis of forces, the three functions are quite comparable except for the fact that the energetically most inferior function constructed from Gaussians leads to the best prediction of the equilibrium internuclear separation.

Table VI reproduces the parameters and energies from Bishop's\textsuperscript{32} seven configuration STF wave function. The forces computed from this wave function are given at the bottom of the same table. Again the theorem is shown to be satisfied since the slope forces agree quantitatively with those computed from the HFET. Perhaps more significant is the good agreement between the forces computed from this function and the experimental results of Table II. Although the relative errors are large because of the smallness of the forces in the region near the equilibrium point, the absolute magnitudes compare well. Thus, it appears that single center wave functions composed of a computationally tractable number of configurations have the capability of predicting quantitatively good force values, at least in the region of the equilibrium internuclear distance.
Table VI

Optimized Non-linear and Linear Parameters, Total Molecular Energy, Kinetic Energy and Forces as a Function of Internuclear Distance for a Seven Configuration OCE-STF-WF of the Hydrogen Molecule

<table>
<thead>
<tr>
<th>$R$</th>
<th>1.30</th>
<th>1.38</th>
<th>1.40</th>
<th>1.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{e1}$</td>
<td>0.9760</td>
<td>0.9800</td>
<td>0.9809</td>
<td>0.9857</td>
</tr>
<tr>
<td>$a_{e1}$</td>
<td>1.2831974</td>
<td>1.2606122</td>
<td>1.2561147</td>
<td>1.2295122</td>
</tr>
<tr>
<td>$n_{e2}$</td>
<td>1.6450</td>
<td>1.6872</td>
<td>1.6941</td>
<td>1.7490</td>
</tr>
<tr>
<td>$a_{e2}$</td>
<td>1.3385954</td>
<td>1.3358669</td>
<td>1.3334120</td>
<td>1.3305439</td>
</tr>
<tr>
<td>$n_{e3}$</td>
<td>3.6066</td>
<td>3.7455</td>
<td>3.7654</td>
<td>3.9204</td>
</tr>
<tr>
<td>$a_{e3}$</td>
<td>4.4074300</td>
<td>4.3853178</td>
<td>4.3555812</td>
<td>4.314483</td>
</tr>
<tr>
<td>$n_{e4}$</td>
<td>2.0746</td>
<td>2.1172</td>
<td>2.1294</td>
<td>2.1647</td>
</tr>
<tr>
<td>$a_{e4}$</td>
<td>1.2963819</td>
<td>1.2923152</td>
<td>1.2895294</td>
<td>1.2787689</td>
</tr>
<tr>
<td>$n_{e5}$</td>
<td>1.2599</td>
<td>1.2778</td>
<td>1.2794</td>
<td>1.3036</td>
</tr>
<tr>
<td>$a_{e5}$</td>
<td>1.2092331</td>
<td>1.1964419</td>
<td>1.1924690</td>
<td>1.1772780</td>
</tr>
<tr>
<td>$n_{d_0}$</td>
<td>3.6079</td>
<td>3.6762</td>
<td>3.6863</td>
<td>3.7764</td>
</tr>
<tr>
<td>$a_{d_0}$</td>
<td>3.7500259</td>
<td>3.6484716</td>
<td>3.6140196</td>
<td>3.5135839</td>
</tr>
<tr>
<td>$n_{d_1}$</td>
<td>1.2933</td>
<td>1.3134</td>
<td>1.3166</td>
<td>1.3423</td>
</tr>
<tr>
<td>$a_{d_1}$</td>
<td>1.2259929</td>
<td>1.2145367</td>
<td>1.2105553</td>
<td>1.1971994</td>
</tr>
<tr>
<td>$n_{g_0}$</td>
<td>8.2805</td>
<td>8.3233</td>
<td>8.3340</td>
<td>8.3990</td>
</tr>
<tr>
<td>$a_{g_0}$</td>
<td>10.6160256</td>
<td>10.0705384</td>
<td>9.9439207</td>
<td>9.375767</td>
</tr>
</tbody>
</table>
Table VI Continued

<table>
<thead>
<tr>
<th></th>
<th>1.30</th>
<th>1.38</th>
<th>1.40</th>
<th>1.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_p$</td>
<td>2.5320</td>
<td>2.5673</td>
<td>2.5771</td>
<td>2.6201</td>
</tr>
<tr>
<td>$\alpha_p$</td>
<td>2.1474187</td>
<td>2.1362123</td>
<td>2.1305390</td>
<td>2.0979261</td>
</tr>
<tr>
<td>$n_{p+1}$</td>
<td>2.5440</td>
<td>2.5600</td>
<td>2.5676</td>
<td>2.5833</td>
</tr>
<tr>
<td>$\alpha_{p+1}$</td>
<td>2.0652703</td>
<td>2.0306179</td>
<td>2.0247614</td>
<td>1.9815141</td>
</tr>
<tr>
<td>$n_{p-1}$</td>
<td>2.5440</td>
<td>2.5600</td>
<td>2.5676</td>
<td>2.5833</td>
</tr>
<tr>
<td>$\alpha_{p-1}$</td>
<td>2.0652703</td>
<td>2.0306179</td>
<td>2.0247614</td>
<td>1.9815141</td>
</tr>
<tr>
<td>$n_p$</td>
<td>2.5400</td>
<td>2.5803</td>
<td>2.5878</td>
<td>2.6375</td>
</tr>
<tr>
<td>$\alpha_p$</td>
<td>2.2418358</td>
<td>2.2089718</td>
<td>2.2005102</td>
<td>2.1602915</td>
</tr>
<tr>
<td>$n_{r_0}$</td>
<td>4.5075</td>
<td>4.6310</td>
<td>4.6422</td>
<td>4.8089</td>
</tr>
<tr>
<td>$\alpha_{r_0}$</td>
<td>4.5256024</td>
<td>4.4649055</td>
<td>4.4177769</td>
<td>4.3768999</td>
</tr>
</tbody>
</table>
Table VI Continued

<table>
<thead>
<tr>
<th>R</th>
<th>1.30</th>
<th>1.38</th>
<th>1.40</th>
<th>1.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.8107054</td>
<td>0.807969</td>
<td>0.80562645</td>
<td>0.80090266</td>
</tr>
<tr>
<td>C2</td>
<td>0.17837644</td>
<td>0.179139</td>
<td>0.18085957</td>
<td>0.18241620</td>
</tr>
<tr>
<td>C3</td>
<td>0.14292157</td>
<td>0.154157</td>
<td>0.15714258</td>
<td>0.17096686</td>
</tr>
<tr>
<td>C4</td>
<td>0.022742115</td>
<td>0.025254</td>
<td>0.025906555</td>
<td>0.029214647</td>
</tr>
<tr>
<td>C5</td>
<td>-0.091536880</td>
<td>-0.096921</td>
<td>-0.098429441</td>
<td>-0.10612261</td>
</tr>
<tr>
<td>C6</td>
<td>0.067057014</td>
<td>0.067483</td>
<td>0.067556024</td>
<td>0.067947865</td>
</tr>
<tr>
<td>C7</td>
<td>-0.010019965</td>
<td>-0.011571</td>
<td>-0.012010146</td>
<td>-0.014103595</td>
</tr>
<tr>
<td>E</td>
<td>-1.1591847</td>
<td>-1.1605242</td>
<td>-1.1604218</td>
<td>-1.1578160</td>
</tr>
<tr>
<td>T</td>
<td>1.2062893</td>
<td>1.1590231</td>
<td>1.1480329</td>
<td>1.0957031</td>
</tr>
<tr>
<td>$F_{\text{slope}}$</td>
<td>+0.0362343</td>
<td>-0.0010877</td>
<td>-0.0088492</td>
<td>-0.0414086</td>
</tr>
<tr>
<td>$F_{\text{HFEY}}$</td>
<td>+0.03614487</td>
<td>-0.0010689497</td>
<td>-0.0090068579</td>
<td>-0.041365504</td>
</tr>
</tbody>
</table>

Parameter values, total and kinetic energies are taken from Bishop (reference 32) and reproduced here for convenience.
SECTION V

DISCUSSION

The results presented in the foregoing show that, contrary to original expectations, one-center expansion wave functions do indeed satisfy the Hellmann-Feynman electrostatic theorem, without need of a floating parameter, if the following three conditions are fulfilled:

1) The coordinate system must be chosen such that the kinetic energy operator is independent of $R$.

2) The wave function must be optimized with respect to all parameters used in the construction of the trial function.

3) The basis functions must have no explicit dependence upon the internuclear distance, although a parametric (implicit) dependence is allowable if condition (2) is subsequently fulfilled.

In retrospect, the above conclusions might easily have been seen from a consideration of the basic types of integrals [equations (1-17) through (1-21)] which arise in the expectation value of the Hamiltonian for both single center and multicenter trial wave functions. Such a comparison (most easily done when the basis functions are Gaussian) shows that all of the basic integrals of multicenter type contain explicit $R$-dependencies. This arises from the necessity of transforming each basis function, usually centered on a nucleus, from that nucleus to a point in common with the origin of the volume element of integration.
Without such a transformation, the integrals could not be evaluated. Hence, for multicenter trial wave functions, overlap, kinetic energy, nuclear-electron attraction and even electron-electron repulsion integrals contain an explicit $R$-dependence introduced by this transformation. Integral formulae for simple $1s$ Gaussians on fixed nuclear centers have been given by Shavitt$^{37}$ and Boys.$^{38}$

On the other hand, in the case of a single center function, only the nuclear-electron attraction integrals (1-19), (1-25) exhibit explicit $R$-dependence since these are the only type of single center basic integrals which require a coordinate transformation which makes them explicit functions of $R$. Moreover, the $R$-dependence is introduced by a transformation of the nuclear-electron part of the Hamiltonian and not by a transformation of the basis functions. Since any trial wave function which is composed of a linear combination of Slater determinants may ultimately be seen to expand into a superposition of the basis functions [by expanding the determinants as sums and differences of products of basis functions as in (1-15)], one may readily see that when differentiation with respect to $R$ of the respective types of wave functions is accomplished, the former wave function will lead to many terms explicitly containing powers of $R$. The latter single center function will exhibit no such explicit $R$ dependence and hence the derivatives will be zero (for the optimized wave function).
These non-zero derivatives of the wave function for the multiconfigurational case will lead to contributions to the force from the kinetic energy (2-15) which, of course, immediately negates the theorem. Similar terms arise in the potential energy (2-16) and there is no guarantee that the contribution from the kinetic energy is exactly offset by the comparable terms in the potential energy as is the case for the exact wave function. Hurley's introduction of a variational floating parameter seeks to eliminate the explicit dependence of \( \Psi \) on \( R \) and change it to a parametric dependence (2-11). If this is done the HFET may be satisfied by the multiconfigurational approximate wave function (provided the kinetic energy operator is also independent of \( R \)). Integral formulae for 1s Gaussians containing such floating parameters have been given by Preuss. The lack of explicit \( R \)-dependence is readily apparent. For optimized single center approximate wave functions \( \partial \Psi / \partial R = 0 \) so that the above mentioned kinetic energy and potential energy terms immediately drop out and the theorem is satisfied directly.

Introduction of angular correlation through the use of the \( d_0 \) function and radial correlation through the use of one or more split shell configurations shows no apparent effect on satisfaction of the theorem for OCE-WF's. That this should be so is readily understandable in light of the conditions laid down above for satisfaction of the theorem for this type of function.
An extension of this work could be undertaken to investigate the general usefulness of OCE-GTF-WF's for predicting internuclear distances. Although it is known that energetically, one for one, Gaussians are inferior to STF's (and now also GETF's) this work has shown that, at least for the simple system of a homonuclear diatomic molecule, OCE-GTF-WF's predict internuclear distances in better agreement with experiment than comparable OCE-WF's in either an STF or GETF basis. A more demanding test of an OCE-GTF-WF to predict bond lengths would be a study of a simple heteronuclear diatomic molecule such as LiH.

Another extension of interest would be a study to determine to what extent the kinetic energy and potential energy contributions to the computation of forces arising from the terms containing the derivative of the wave function with respect to \( R \), (2-15) and (2-16), for a multicenter wave function cancel each other. This could lead one to an estimate of the extent of the difference between forces computed from the slope of the energy curve and the HFET for multicenter wave functions not containing a floating parameter.

The importance of the present work is that it shows that optimized single center approximate wave functions by their very nature of being explicitly independent of nuclear positions automatically satisfy the GHFT (2-5) and that they may easily be made to satisfy the HFET (2-18) if the coordinate system is chosen with care such that (2-7) obtains. Furthermore, this implies that the inclusion of
a variational floating parameter in order to satisfy the theorem is necessary only in the case of multicenter trial wave functions so as to remove the explicit R-dependence introduced by the transformations necessary for integral evaluation. Hence, we have demonstrated yet another advantage of the single center approach to the construction of approximate wave functions. Finally, the encouraging agreement of the seven term wave function with experimentally determined forces provides additional support for the use of OCE-WF's to compute various molecular properties.
SECTION VI

SUMMARY

Simple one and two configuration single center wave functions in GTF, STF and GETF bases were used to compute internuclear forces for the hydrogen molecule by taking the slope of the total energy curve and by computation from the Hellmann-Feynman electrostatic theorem.

Contrary to expectations, the forces computed by these alternative methods were the same, indicating satisfaction of the HFET, if the wave function was variationally optimized. Such satisfaction of the theorem was attributable to the fact that single center wave functions were not explicitly functions of the nuclear coordinates but rather implicitly dependent through parameters.

The results showed that satisfaction of the theorem was basis independent so long as the basis functions themselves were not explicit functions of R.

The introduction of angular correlation through the use of the $d_{\theta}$ function and radial correlation by including one or more split shell configurations also had no bearing on the satisfaction of the theorem since OCE-WF's with and without $l$ values greater than zero and of one or more closed or split shell configurations all satisfied the theorem.

The OCE-WF results implied that variational optimization did not lead to the satisfaction of the HFET
for most approximate wave functions because they were of
the multicenter type which led to the introduction of an
explicit R-dependence when the basis functions were transformed
to a center of integration. Hence, an approximate multicenter
wave function without the floating feature to make the basic
integrals independent of R, would be expected to approach
satisfaction of the theorem only if a very large basis set
were used i.e. in the limit as the trial wave function began
to approach the exact wave function.

The use of Gaussian functions led to predictions of
the internuclear distance which were much closer to the
experimental equilibrium value than those of the other two
bases. This suggested that Gaussians may be especially good
for predicting bond lengths. Moreover, although the GTF-WF's
were energetically far inferior to either the STF or GETF
wave functions, the forces predicted were quantitatively and
qualitatively comparable for all three cases.

Finally, the use of Bishop's seven term STF wave
function showed promise that OCE-WF's have the capability
of predicting values for internuclear forces approaching
the experimental values in accuracy.
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APPENDIX 1

MATRIX ELEMENTS OF OPERATORS FOR DETERMINANTAL WAVE FUNCTIONS

COMPOSED OF NON-ORTHOGONAL BASIS FUNCTIONS

Solution of the secular determinant (1-11) for the energy eigenvalues, $E_1$, and the associated eigenvectors, $C_1$, computation of the quantum mechanical charge density matrix elements (2-24) and calculation of forces from the HFET require expansion of matrix elements over configurations (1-2), where the split shell configurations used herein are a linear combination of two Slater determinants, for a specified operator, $\Omega_{\text{op}}$, in terms of the basis functions. If the basis functions employed are orthonormal, standard formulae are available to give the desired expansions. However, basis functions (1-4) used in the present work are non-orthogonal, although they are normalized.

Prior to expansion, the determinants constituting the configuration(s) are put into maximum coincidence (reference 33 p. 24), i.e. columns are interchanged until as many as possible in one determinant have the same spin as the corresponding column in the other. For the $^1\Sigma_g^+$ ground state split shell configuration of the hydrogen molecule, one interchange of columns is required in the second determinant, which, since it is an odd number of interchanges, alters the sign preceeding this latter determinant. One may
write
\[ \Phi_i = \frac{N_i}{\sqrt{2^i}} \left( \begin{vmatrix} X_{i1}'(1) & \bar{X}_{j2}'(1) \\ X_{i1}(2) & \bar{X}_{j2}(2) \end{vmatrix} + \begin{vmatrix} X_{i3}'(1) & \bar{X}_{j3}'(1) \\ X_{i3}(2) & \bar{X}_{j3}(2) \end{vmatrix} \right) \] (Al-1)

Determination of the configuration normalization constant, \( N_1 \), and the overlap matrix elements between configurations, \( A_{ij} \), are examples of expansions in which the operator is a constant, the unit operator \( \Omega_{op} = 1 \). The former will be illustrated in detail, while the latter follows by analogy.

The normalization condition requires that
\[ \langle \Phi_i | \Omega_{op} | \Phi_i \rangle = \langle \Phi_i | \Phi_i \rangle = 1 \] (Al-2)

where \( \Omega_{op} = 1 \). Upon substitution of (Al-1) into (Al-2) and expansion, one has
\[ N_i^2 \left[ \frac{1}{2^i} \left( \begin{vmatrix} X_{i1}'(1) & \bar{X}_{j2}'(1) \\ X_{i1}(2) & \bar{X}_{j2}(2) \end{vmatrix} \Omega_{op} \begin{vmatrix} X_{i1}'(1) & \bar{X}_{j2}'(1) \\ X_{i1}(2) & \bar{X}_{j2}(2) \end{vmatrix} + \begin{vmatrix} X_{i3}'(1) & \bar{X}_{j3}'(1) \\ X_{i3}(2) & \bar{X}_{j3}(2) \end{vmatrix} \Omega_{op} \begin{vmatrix} X_{i3}'(1) & \bar{X}_{j3}'(1) \\ X_{i3}(2) & \bar{X}_{j3}(2) \end{vmatrix} + \frac{1}{2^i} \left( \begin{vmatrix} X_{i3}'(1) & \bar{X}_{j3}'(1) \\ X_{i3}(2) & \bar{X}_{j3}(2) \end{vmatrix} \Omega_{op} \begin{vmatrix} X_{i3}'(1) & \bar{X}_{j3}'(1) \\ X_{i3}(2) & \bar{X}_{j3}(2) \end{vmatrix} \right) = 1 \] (Al-3)

For the simple 2x2 case one could proceed to fully expand each set of two determinants; however, this quickly becomes impractical for larger determinants. Following Slater (reference 29 Appendix 9) one may show that each term in (Al-3) may be simplified. For example, rewriting the first term we have

\[ \frac{N_i}{\sqrt{2}} \left( \langle X_{i1}'(1) | X_{j2}(2) \rangle + \langle X_{i1}'(1) | X_{j2}(2) \rangle \right) = \frac{N_i}{\sqrt{2}} \left( \langle X_{i1}'(1) | \bar{X}_{j3}(2) \rangle + \langle X_{i1}'(1) | \bar{X}_{j3}(2) \rangle \right) = 1 \]
\[
\frac{2!}{2!} \left\langle \begin{array}{cc}
\chi_{e_{i}}^{(i)} & 0 \\
0 & \overline{\chi}_{e_{a}}^{(a)}
\end{array} \right| \Omega_{op} \left| \begin{array}{cc}
\chi_{e_{i}}^{(i)} & \overline{\chi}_{e_{a}}^{(i)} \\
\chi_{e_{a}}^{(a)} & \overline{\chi}_{e_{a}}^{(a)}
\end{array} \right\rangle \tag{A1-4}
\]

where the 2! in the numerator comes from the fact that if another set of elements other than those of the principal diagonal were chosen for the expansion of the first determinant, another term identical to (A1-4) would be produced (without the 2! in the numerator). In general, for the N x N case there would arise N! identical expressions of the type (A1-4) (without the N! in the numerator preceding the integral). The other two terms of (A1-3) may similarly be condensed to form (A1-4). Use of the rule for determinant or matrix multiplication (row x column) on (A1-4) leads to a determinant of overlap integrals over the basis set.

\[
\begin{vmatrix}
\langle \chi_{e_{i}}^{(i)} | \chi_{e_{i}}^{(i)} \rangle & \langle \chi_{e_{i}}^{(i)} | \overline{\chi}_{e_{a}}^{(i)} \rangle \\
\langle \overline{\chi}_{e_{a}}^{(a)} | \chi_{e_{i}}^{(a)} \rangle & \langle \overline{\chi}_{e_{a}}^{(a)} | \overline{\chi}_{e_{a}}^{(a)} \rangle
\end{vmatrix} = 1 \tag{A1-5a}
\]

Similarly,

\[
\begin{vmatrix}
\langle \chi_{e_{i}}^{(i)} | \chi_{e_{i}}^{(i)} \rangle & \langle \chi_{e_{i}}^{(i)} | \overline{\chi}_{e_{a}}^{(i)} \rangle \\
\langle \overline{\chi}_{e_{a}}^{(a)} | \chi_{e_{i}}^{(a)} \rangle & \langle \overline{\chi}_{e_{a}}^{(a)} | \overline{\chi}_{e_{a}}^{(a)} \rangle
\end{vmatrix} = 2 S_{e_{i}e_{a}} \tag{A1-5b}
\]

\[
\begin{vmatrix}
\langle \chi_{e_{a}}^{(i)} | \chi_{e_{a}}^{(i)} \rangle & \langle \chi_{e_{a}}^{(i)} | \overline{\chi}_{e_{i}}^{(i)} \rangle \\
\langle \overline{\chi}_{e_{i}}^{(a)} | \chi_{e_{a}}^{(a)} \rangle & \langle \overline{\chi}_{e_{i}}^{(a)} | \overline{\chi}_{e_{i}}^{(a)} \rangle
\end{vmatrix} = 1 \tag{A1-5c}
\]

where, in the above, the determinants were expanded in the usual manner and integration over the electron coordinates
includes summation over spin, so that many overlaps are zero due to spin orthogonality; the basis functions are assumed normalized.

Substitution of equations (Al-5) into (Al-3) and solving for \( N_i \) leads to the normalization expression (1-3).

The expression (1-16) for the overlap matrix elements, \( A_{ij} \), may readily be obtained using the method of expansion illustrated above.

The Hamiltonian operator (1-14) may be considered to be composed of three types of operators, a constant operator, \( \Omega_{op} \), a one electron part, \( \Omega_{op}(1) \), and a two electron part, \( \Omega_{op}(1,2) \).

Explicitly

\[
\begin{align*}
\Omega_{op} &= \frac{1}{R} \\
\Omega_{op}(1) &= -\frac{1}{2} \nabla_i^2 - \left( \frac{1}{r_{1a}} + \frac{1}{r_{1b}} \right) \\
\Omega_{op}(1,2) &= \frac{1}{r_{1a}}
\end{align*}
\]

where the numbers in the brackets indicate the electronic coordinates on which the operator acts. The case of the constant operator (Al-6a) has already been treated above since it is analogous to the treatment given the unit operator. Application of the one electron operator \( \Omega_{op}(1) \) to configurations (1-2) leads to an expression similar to (Al-3) except that the operator is now \( \Omega_{op}(1) \) rather than a constant, \( \Omega_{op} \), and the expression, in general, is not equal to unity. Continuing, simplification (Al-4) may be applied so that by multiplying the determinants and bearing in mind that \( \Omega_{op}(1) \) operates only on coordinates of electron (1), that is, only on the first row of the combined determinant,
one obtains

\[
\begin{vmatrix}
\langle \chi_2^{(1)} | \Omega_{\text{op}}^{(1)} | \chi_2^{(1)} \rangle & \langle \chi_2^{(1)} | \Omega_{\text{op}}^{(1)} | \chi_{2\alpha}^{(1)} \rangle \\
\langle \chi_{2\alpha}^{(2)} | \chi_2^{(1)} \rangle & \langle \chi_{2\alpha}^{(2)} | \chi_{2\alpha}^{(1)} \rangle 
\end{vmatrix} = T_{2\alpha,2\alpha} + V_{2\alpha,2\alpha} S_{2\alpha,2\alpha} \quad (A1-8)
\]

Expansion of the determinant in the usual manner and application of the operator leads to the result

\[
\langle \chi_2^{(1)} | \Omega_{\text{op}}^{(1)} | \chi_2^{(1)} \rangle \langle \chi_{2\alpha}^{(2)} | \chi_{2\alpha}^{(1)} \rangle = \left[ T_{2\alpha,2\alpha} + V_{2\alpha,2\alpha} \right] S_{2\alpha,2\alpha}
\]

where, again some terms drop out because of spin orthogonality. Likewise the operator for electron (2) coordinates, \( \Omega_{\text{op}}^{(2)} \), is applied to the second row of the combined determinant to obtain expressions analogous to \( (A1-7) \) and \( (A1-8) \).

The other determinants of \( (A1-3) \) are expanded in like manner and collecting the resulting expressions \( (A1-8) \) leads to the total one electron contribution to the matrix element from the \( n \) electrons, where in the present case \( n = 2 \).

The two electron part, \( \Omega_{\text{op}}^{(1,2)} \), of the Hamiltonian also leads to expressions of the type \( (A1-3) \) and simplifications \( (A1-4) \). Expanding an expression like \( (A1-4) \) in the usual manner and bearing in mind that \( \Omega_{\text{op}}^{(1,2)} \) acts on electron coordinates \( (1) \) and \( (2) \), that is on rows \( (1) \) and \( (2) \), one obtains

\[
\left\langle \Omega_{\text{op}}^{(1,2)} \left| \begin{bmatrix} \chi_2^{(1)} & \chi_2^{(1)} \\ \chi_{2\alpha}^{(2)} & \chi_{2\alpha}^{(2)} \end{bmatrix} \right| \begin{bmatrix} \chi_2^{(1)} \\ \chi_{2\alpha}^{(2)} \end{bmatrix} \right\rangle = J_{2\alpha,2\alpha,2\alpha,2\alpha} \quad (A1-9)
\]

\[
\langle \chi_2^{(1)} | \Omega_{\text{op}}^{(1,2)} | \chi_{2\alpha}^{(2)} \rangle \langle \chi_{2\alpha}^{(2)} | \chi_2^{(1)} \rangle = J_{2\alpha,2\alpha,2\alpha,2\alpha}
\]
where once again some terms drop out because of spin orthogonality.

Collecting all parts of the matrix element together leads to a final expression of the form (1-15).
APPENDIX 2

THE INTEGRATIONS

Since single center integrals over GETF's have not previously appeared in the literature in any great detail, it is useful to indicate here some of the techniques required for the evaluation of the types of integrals which one encounters in carrying out molecular OCE calculations using this new basis set. The methods and substitutions used are essentially those employed in the evaluation of the less general OCE-STF's with non-integral principal quantum numbers.\textsuperscript{34}

Overlap integrals:

Substituting the orbital functions (1-4) into (1-17) and the spherical polar coordinate volume element

\[ d\nu_{ic} = r_{ic}^2 dr_{ic} \sin \theta_{ic} d\theta_{ic} d\phi_{ic} \]  

(A2-1)

where C is the expansion center (Figure 1)

\[ S_{\ell_{1}\ell_{2}} = A_{r}(\ell_{1})A_{r}(\ell_{2}) \int_{0}^{\infty} r_{ic}^{n_{\ell_{1}}+n_{\ell_{2}}} e^{-(\alpha_{\ell_{1}}+\alpha_{\ell_{2}})r_{ic}} d\nu_{ic} \]  

(A2-2)

\[ \cdot \int_{0}^{\pi} \int_{0}^{2\pi} Y_{\ell_{1}m_{1}}^{*}(\theta_{ic},\phi_{ic}) Y_{\ell_{2}m_{2}}(\theta_{ic},\phi_{ic}) \sin \theta_{ic} d\theta_{ic} d\phi_{ic} \]

Since the spherical harmonics are orthonormal

\[ S_{\ell_{1}\ell_{2}} = \delta_{m_{1}m_{2}} \delta_{\ell_{1}\ell_{2}} A_{r}(\ell_{1})A_{r}(\ell_{2}) \int_{0}^{\infty} r_{ic}^{n_{\ell_{1}}+n_{\ell_{2}}} e^{-(\alpha_{\ell_{1}}+\alpha_{\ell_{2}})r_{ic}} d\nu_{ic} \]  

(A2-3)
where $\delta_{m_1 m_2}$ and $\delta_{l_1 l_2}$ are the Kronecker deltas and we have simplified notation for the normalization constants by setting $A_r(n, \alpha, p) \equiv A_r(k)$.

With the substitutions
\begin{align*}
t & = (\alpha_{s_1} + \alpha_{s_2}) r_{ic}^p, \\
Dt & = (\alpha_{s_1} + \alpha_{s_2}) \rho r_{ic}^{p-1} dr_{ie}, \\
x & = (n_{s_1} + n_{s_2} + 1)/\rho
\end{align*}

and noting that the limits of integration are unchanged since $t \to 0$ as $r_{1c} \to 0$ and $t \to \infty$ as $r_{1c} \to \infty$, one has

$$S_\delta_{s_1 s_2} = \delta_{m_1 m_2} \delta_{s_1 s_2} A_r(k) A_r(k) [\rho(\alpha_{s_1} + \alpha_{s_2})]^{x-1} \int_0^\infty t^{x-1} e^{-t} dt \tag{A2-5}$$

The integral of (A2-5) is now recognized as that of the gamma function (1-23) which leads directly to (1-22).

**Kinetic energy integrals:**

The Laplacian operator in spherical polar coordinates

$$\nabla^2 = (1/r^2) \partial/\partial r (r^2 \partial/\partial r) + 1/(r^2 \sin \theta) \left[ \partial/\partial \theta (\sin \theta \partial/\partial \theta + (1/\sin \theta) \partial^2/\partial \phi^2 \right] \tag{A2-6}$$

may be partitioned into radial and angular parts

$$\nabla^2 = (1/r^2) \partial/\partial r (r^2 \partial/\partial r) - L^2/r \tag{A2-7}$$

where $L^2$ is the square of the total angular momentum operator (reference 21 p. 133) defined by

$$L^2 = -(1/\sin \theta) \left[ \partial/\partial \theta (\sin \theta \partial/\partial \theta + (1/\sin \theta) \partial^2/\partial \phi^2 \right] \tag{A2-8}$$
Application of (A2-7) to the basis functions (1-4) results in the radial part of the operator acting only on the radial part of the function and the angular part operating only on the spherical harmonic. Partitioning the basis functions into radial and angular parts

\[ \chi_{l_a}(r_{ic}, \theta_{ic}, \phi_{ic}) = \omega_{l_a}(r_{ic}) \gamma_{l_a, m_a}(\theta_{ic}, \phi_{ic}) \]  

(A2-9)

where

\[ \omega_{l_a}(r_{ic}) = \lambda_{l_a}(l_a) r_{ic}^{n_{l_a}-1} e^{-\alpha_{l_a} r_{ic}} \]  

(A2-10)

and applying the respective operators, one obtains

\[ \nabla_{ic}^2 \omega_{l_a}(r_{ic}) = (1/r_{ic})^2 \left[ n_{l_a}(n_{l_a}-1) - \alpha_{l_a} \rho r_{ic}^2 (2n_{l_a} + \rho - 1) \right. 

\left. + \alpha_{l_a} \rho r_{ic}^2 \right] \omega_{l_a}(r_{ic}) \]  

(A2-11)

\[ \int r_{ic}^2 \gamma_{l_a, m_a}(\theta_{ic}, \phi_{ic}) = l_a(l_a + 1) \gamma_{l_a, m_a}(\theta_{ic}, \phi_{ic}) \]  

(A2-12)

So that application of the full operator leads to

\[ -\frac{1}{2} \nabla_{ic}^2 \chi_{l_a}(r_{ic}, \theta_{ic}, \phi_{ic}) = \left[ \frac{1}{2r_{ic}} \right] \left[ l_a(l_a+1) - n_{l_a}(n_{l_a}-1) \right. 

\left. + \alpha_{l_a} \rho r_{ic}^2 (2n_{l_a} + \rho - 1 - \alpha_{l_a} \rho r_{ic}^2) \right] \chi_{l_a}(r_{ic}, \theta_{ic}, \phi_{ic}) \]  

(A2-13)

Substitution of (A2-13) into (1-18) and integration over angles, keeping in mind the orthogonality of spherical harmonics, leads to

\[ T_{l_a, l_a} = \frac{1}{2} \delta_{m_m} \delta_{l_a, l_a} \lambda_{l_a}(l_a) \lambda_{l_a}(l_a) \left[ l_a(l_a+1) - n_{l_a}(n_{l_a}-1) \right. 

\left. + \alpha_{l_a} \rho r_{ic}^2 (2n_{l_a} + \rho - 1 - \alpha_{l_a} \rho r_{ic}^2) \right] \]  

(A2-14)
Using substitutions (A2-4) each of the above three integrals may be put into the form recognizable as that of the gamma function (1-23). Integration then leads to result (1-24).

**Nuclear-electron attraction integrals:**

In order to evaluate the nuclear-electron attraction integrals, it is necessary to transform the nuclear-electron attraction one-electron part of the Hamiltonian to the expansion center, $C$, since the volume element originates from this center. The formula for this transformation is derived from the law of cosines (reference 36 Appendix V)

$$\sum_{N=1}^{Q} \int_{r_1}^{r_2} \int_{h_0}^{h+1} \sum_{m=-h}^{h} \sum_{N=1}^{Q} \frac{2\pi}{r_{1C}^{h+1}} \int_{r_1}^{r_2} \left( \frac{r_1}{r_2} \right) \gamma_{n_{m_{m}}^{*}} (\phi_{CN}, \phi_{CN}) \gamma_{n_{m_{m}}^{*}} (\phi_{CN}, \phi_{CN})$$

(A2-15)

$r_1$ and $r_2$ represent the ranges of integration of the center to which transformation is desired, viz. $r_{1C}$, of which there are two cases: I. $r_{1C} < R_{CN}$ and II. $r_{1C} > R_{CN}$. In the present case of the hydrogen molecule $R_{CN} = R/2$, $\theta_{CA} = 0^\circ$, $\theta_{CB} = 180^\circ$, $\phi_{CA} = \phi_{CB} = 0^\circ$, $Q = 2$, $Z_N = +1$, and it is obvious that $N = 1$ implies nucleus $A$ and $N = 2$ implies nucleus $B$. (A2-15) is general for any number of nuclei of charge $Z_N$. (1-19) may now be written

$$V_{i, i} = -\lambda_r (\lambda_r) A_i (\lambda_i) \sum_{h=0}^{\alpha} \int_{r_1}^{r_2} \int_{h_0}^{h+1} \sum_{m=-h}^{h} \sum_{N=1}^{Q} \gamma_{n_{m_{m}}^{*}} (\phi_{CN}, \phi_{CN})$$

(A2-16)
$Y_{k,|m|}^{\left(\Theta_{CN},\phi_{CN}\right)}$ is a geometrical spherical harmonic for the nuclear framework. Following Condon and Shortley for the angular part, one may define the integral of a product of three spherical harmonics as

$$C^k(\ell_1 m_1, \ell_2 m_2) = \frac{4\pi}{2k+1} \int_0^{2\pi} \int_0^{\pi} Y_{\ell_1 m_1}^* Y_{\ell_2 m_2}^* \sin \theta_c \, d\theta_c \, d\phi_c.$$  \hspace{1cm} (A2-17)

The infinite sum over $k$ reduces to the sum of a very few terms because of a number of limiting conditions. Firstly, the only non-zero $C^k$ in the sum over $m$ for each $k$ is that for which

$$m = m_1 - m_2$$ \hspace{1cm} (A2-18)

Secondly, the apparently infinite summation over $k$ is limited by the so-called triangle condition

$$|\ell_1 - \ell_2| \leq k \leq \ell_1 + \ell_2$$ \hspace{1cm} (A2-19)

Moreover,

$$\left\{ k + \ell_1 + \ell_2 \right\}/2 = g$$ \hspace{1cm} (A2-20)

where $g$ must be integral otherwise $C^k$ is identically zero. Substituting (A2-17) into (A2-16) and applying limitations (A2-18) through (A2-20)

$$V_{\ell_1,\ell_2} = -\mathcal{A}(\ell_1) \mathcal{A}(\ell_2) \delta(m, m_1 - m_2) \sum_{k = |\ell_1 - \ell_2|}^{\ell_1 + \ell_2} \left( \frac{4\pi}{2k+1} \right)^{1/2}$$

$$\cdot \sum_{N=1}^{2k} \sum_{m_1} \sum_{m_2} \left( \Theta_{CN}, \phi_{CN} \right) C^k(\ell_1 m_1, \ell_2 m_2)$$

$$\cdot \int_0^{n_{\ell_1} + n_{\ell_2}} \int_0^{n_{\ell_1} + n_{\ell_2}} \frac{1}{r_{ic}^{\alpha_{\ell_1} + \alpha_{\ell_2}}} r_{ic}^\alpha \, d\theta_c \, d\phi_c$$

$$\hspace{1cm} (A2-21)$$
The integral in (A2-21) is broken into two parts: I. $r_{1c} < R_{CN}$ and II. $r_{1c} > R_{CN}$

$$
\frac{1}{R_{CN}} \int_{r_{1c} = 0}^{R_{CN}} r_{1c}^{n_{2}, n_{2} + \lambda_{2}} e^{-(\alpha_{21} + \alpha_{22}) r_{1c}^{\rho}} \, dr_{1c}
$$

(A2-22)

$$
+ R_{CN} \int_{r_{1c} = R_{CN}}^{\infty} r_{1c}^{n_{2}, n_{2} + \lambda_{2} - 1} e^{-(\alpha_{21} + \alpha_{22}) r_{1c}^{\rho}} \, dr_{1c}
$$

Substitutions (A2-4a) and (A2-4b) along with definitions (1-28a, b, c) put the integrals (A2-22) into the form of the small and large incomplete gamma functions (1-26) and (1-27), respectively, which leads directly to (1-25).

A final note concerning the nuclear-electron attraction integrals - if a nucleus is situated at the expansion center, a special case arises in which $R_{CN} = 0$. In this case the nuclear-electron attraction integral is given by

$$
\nu_{1, 2} = -Z_{n} \delta_{m_{1}, m_{2}} \delta_{\ell_{1}, \ell_{2}} \delta_{\lambda_{1}, \lambda_{2}} \delta_{\alpha_{1}, \alpha_{2}} \frac{1}{[\rho(\alpha_{1} + \alpha_{2})]} \nu_{\alpha_{1} \alpha_{2}}
$$

(A2-23)

where here $a = (n_{1} + n_{2})/p$.

**Electron-electron repulsion integrals:**

The expansion for the two electron operator of the Hamiltonian is given by Eyring, Walter and Kimball

$$
1/r_{ij} = \sum_{k, l} \sum_{m = -k}^{k} \frac{4\pi}{2k + 1} \left| \frac{r_{i}}{r_{j}^{k+1}} \right| Y_{k}^{j} (\theta_{i j}, \phi_{i j}) Y_{k}^{j} (\theta_{i j}, \phi_{i j})
$$

(A2-24)
where in the present case \( i = 1 \) and \( j = 2 \). Substituting (A2-24) into (1-20) along with the explicit expressions for the functions leads to

\[
\mathcal{J}_e \mathcal{e}_a \mathcal{e}_b \mathcal{e}_c = A_\nu(l_1)A_\nu(l_2)A_\nu(l_3)A_\nu(l_4) \sum_{k=0}^{\infty} \sum_{m=-\infty}^{\infty} C^k \left( l_1, m_1, l_2, m_2 \right) C^k \left( l_3, m_3, l_4, m_4 \right)
\]

\[
\cdot \int \int r_i^{n_{A}+n_{B}} C^{-\left( \alpha_{A} + \alpha_{B} \right)} \left[ \frac{r_i^k}{r_{A+B+1}} \right] r_c^{n_{B}+n_{C}} C^{-\left( \alpha_{B} + \alpha_{C} \right)} dr_i dr_c
\]

(A2-25)

Again the angular parts are seen to reduce to \( C^k \) coefficients (A2-17) with the restrictions on the summations

\[
m = m_1 - m_3 = m_4 - m_2
\]

\[
|l_1 - l_3| \leq l_2 = (l_1 + l_3) \quad \text{(A2-27a)} \quad \text{or} \quad |l_2 - l_4| \leq l_5 = (l_2 + l_4) \quad \text{(A2-27b)}
\]

whichever is the lesser \(|l_1 - l_3|\) or \(|l_2 - l_4|\). Also, depending on (A2-27a) or (A2-27b) either

\[
(k + l_1 + l_3)/2 = g \quad \text{(A2-28a)} \quad \text{or} \quad (k + l_2 + l_4)/2 = g \quad \text{(A2-28b)}
\]

where \( g \) is an integer, must be satisfied if \( C^k \) is to be non-zero. Assuming that \(|l_1 - l_3| \leq |l_2 - l_4|\) one may write

\[
\mathcal{J}_e \mathcal{e}_a \mathcal{e}_b \mathcal{e}_c = \delta(m_1, m_2, m_3, m_4) A_\nu(l_1)A_\nu(l_2)A_\nu(l_3)A_\nu(l_4)
\]

\[
\cdot \sum_{k=0}^{\infty} \sum_{m=-\infty}^{\infty} C^k \left( l_1, m_1, l_2, m_2 \right) C^k \left( l_3, m_3, l_4, m_4 \right)
\]

\[
\cdot \int \int r_i^{n_{A}+n_{B}} C^{-\left( \alpha_{A} + \alpha_{B} \right)} \left[ \frac{r_i^k}{r_{A+B+1}} \right] r_c^{n_{B}+n_{C}} C^{-\left( \alpha_{B} + \alpha_{C} \right)} dr_i dr_c
da
\]

(A2-29)
The above radial double integrals may be broken into two double integrals with ranges of integration

\[ \int \int = \int \int + \int \int = J_i + J_a \quad (A2-30) \]

\[ J_i = \int \int \int_{r_{ac} = 0}^{\infty} r_{ac}^{n_{a}+n_{b}+n_{c}} e^{-(\alpha_{a} + \alpha_{b}) r_{ac}^{p}} \quad (A2-31) \]

\[ J_a = \int \int \int_{r_{ic} = r_{ac}}^{\infty} r_{ac}^{n_{a}+n_{b}+n_{c}} e^{-(\alpha_{a} + \alpha_{b}) r_{ac}^{p}} \quad (A2-32) \]

To separate variables, use is made of the trigonometric substitutions

\[ (\alpha_{a} + \alpha_{b}) r_{ac}^{p} = r^2 \sin^2 \theta = f(r, \theta) \quad (A2-33) \]

\[ (\alpha_{a} + \alpha_{b}) r_{ac}^{p} = r^2 \cos^2 \theta = g(r, \theta) \]

Recalling that the Jacobian (reference 21 p. 133) must be used in making coordinate transformations, use is made of

\[ \begin{vmatrix} \frac{d \theta}{d \rho} & \frac{d \rho}{d \theta} \\ \frac{d \phi}{d \rho} & \frac{d \rho}{d \phi} \end{vmatrix} = \]

\[ \begin{vmatrix} \frac{d \theta}{d \rho} & \frac{d \rho}{d \theta} \\ \frac{d \phi}{d \rho} & \frac{d \rho}{d \phi} \end{vmatrix} = \]

\[ \begin{vmatrix} \frac{d \theta}{d r_{ic}} & \frac{d r_{ic}}{d \theta} \\ \frac{d \phi}{d r_{ic}} & \frac{d r_{ic}}{d \phi} \end{vmatrix} = \]

\[ \begin{vmatrix} \frac{d \theta}{d r_{ac}} & \frac{d r_{ac}}{d \theta} \\ \frac{d \phi}{d r_{ac}} & \frac{d r_{ac}}{d \phi} \end{vmatrix} = \]

\[ \begin{vmatrix} \frac{d \theta}{d r_{ac}} & \frac{d r_{ac}}{d \theta} \\ \frac{d \phi}{d r_{ac}} & \frac{d r_{ac}}{d \phi} \end{vmatrix} = \]
Upon expanding (A2-34), solving for $dr_1c$ $dr_2c$ and substituting into (A2-31)

$$J_1 = \frac{\pi}{\left[ p^2(\alpha_{x_2^2} + \alpha_{x_4^2})^2(\alpha_{x_1^2} + \alpha_{x_3^2})^2 \right] \int_0^\infty e^{-r^2} \left[ r^2 \left( \sin^2 \theta + \cos^2 \theta \right) \sin^{-1} \theta \cos^{-1} \theta \right] d\theta} \cdot \int_0^\pi (\cos^2 \theta)^t (\sin^2 \theta)^s \sin^{-1} \theta \cos^{-1} \theta \, d\theta$$

(A2-35)

$s$ and $t$ were defined by (1-30a) and (1-30b), respectively.

The limits on the $\theta$ integral are arrived at by consideration of the fact that as

$$r_1c \rightarrow r_2c \text{ then } [(r^2 \sin^2 \theta)/(\alpha_{x_1^2} + \alpha_{x_3^2})]^{1/p} \rightarrow [(r^2 \cos^2 \theta)/(\alpha_{x_2^2} + \alpha_{x_4^2})]^{1/p}$$

or as $r_1c \rightarrow r_2c$ then $\tan \theta \rightarrow [(\alpha_{x_2^2} + \alpha_{x_4^2})/(\alpha_{x_1^2} + \alpha_{x_3^2})]^{1/a}$. Solving for $\theta$

$$\theta = \arctan \left[ (\alpha_{x_2^2} + \alpha_{x_4^2})/(\alpha_{x_1^2} + \alpha_{x_3^2}) \right]^{1/a} \text{ with an upper limit of } \theta = \pi/2.$$ Also, as $r_2c \rightarrow 0$, $r \rightarrow 0$ and $r_2c \rightarrow \infty$, $r \rightarrow \infty$. The $r$ integral may easily be recognized as a gamma function by making the substitution

$$x = r^2$$

(A2-36)

and noting that as $r \rightarrow 0$, $x \rightarrow 0$ and $r \rightarrow \infty$, $x \rightarrow \infty$. So that

$$\frac{2 \int_0^\infty x^{\theta-1} e^{-x} \, dx}{\left[ p^2(\alpha_{x_2^2} + \alpha_{x_4^2})^t(\alpha_{x_1^2} + \alpha_{x_3^2})^s \right]} = \frac{2 \left[ \Gamma(\theta) \right]}{p^2(\alpha_{x_2^2} + \alpha_{x_4^2})^t(\alpha_{x_1^2} + \alpha_{x_3^2})^s}$$

(A2-37)

where $t$ and $s$ have been previously defined and

$$q = (n_{\lambda_2} + n_{\lambda_4} + n_{\lambda_1} + n_{\lambda_3} + 1)/p$$

(A2-38)
Further substitutions in the $\theta$ integral are

$$a = \sin^2 \theta$$  \hspace{1cm} (A2-39a)

$$1-a = \cos^2 \theta$$  \hspace{1cm} (A2-39b)

$$\text{da} = 2 \sin \theta \cos \theta \, d\theta$$  \hspace{1cm} (A2-39c)

with limits of integration following from the fact that

$$\tan^2 \theta = \frac{\sin^2 \theta}{\cos^2 \theta} = \frac{\alpha_2^2 + \alpha_3^2}{\alpha_2^2 + \alpha_3^2} \Rightarrow a/(1-a) \quad \text{(A2-40)}$$

which upon solving for "$a$" leads to

$$a = \frac{(\alpha_2^2 + \alpha_3^2)}{(\alpha_2^2 + \alpha_3^2 + \alpha_4^2 + \alpha_5^2)} \Rightarrow \theta = \arctan \left[ \frac{\alpha_2^2 + \alpha_3^2}{(\alpha_2^2 + \alpha_3^2 + \alpha_4^2 + \alpha_5^2)} \right]^\frac{1}{2} \quad \text{(A2-41)}$$

$$a = 1 \quad \Rightarrow \quad \theta = \pi/2$$

Use of substitutions (A2-39) and limits (A2-41) in (A2-35)

$$J_1 = \frac{\Gamma(g)}{\rho^2 (\alpha_2^2 + \alpha_3^2)^{\frac{5}{2}} (\alpha_2^2 + \alpha_3^2)^{\frac{5}{2}}} \int_{\alpha = 0}^{1} (1-a)^{t-1} (1-a)^{\delta-1} \, da \quad \text{(A2-42)}$$

or rewriting (A2-42)

$$J_1 = \frac{\Gamma(g)}{\rho^2 (\alpha_2^2 + \alpha_3^2)^{\frac{5}{2}} (\alpha_2^2 + \alpha_3^2)^{\frac{5}{2}}} \left\{ \int_{a=0}^{1} (1-a)^{t-1} a^{\delta-1} \, da ight. \bigg| \begin{array}{c}
\alpha = 0 \\
(\alpha_2^2 + \alpha_3^2)/(\alpha_2^2 + \alpha_3^2 + \alpha_4^2 + \alpha_5^2)
\end{array} \\
- \int_{a=0}^{1} (1-a)^{t-1} a^{\delta-1} \, da \bigg\} \quad \text{(A2-43)}$$

Multiplying and dividing (A2-43) by the complete beta function (1-32), use of the expression for the incomplete beta function (1-31) as well as relation (1-33) and combining some of the gamma functions leads to

$$J_1 = \frac{\Gamma(s)}{\Gamma(t)} \left[ \frac{\rho^2 (\alpha_2^2 + \alpha_3^2)^{t} (\alpha_2^2 + \alpha_3^2)^{s}}{\left[ \rho^2 (\alpha_2^2 + \alpha_3^2)^{t} (\alpha_2^2 + \alpha_3^2)^{s} \right]^{t}} \right] \quad \text{(A2-44)}$$

A similar series of steps leads to an analogous expression for $J_2$. Substitution of the expressions for $J_1$ and $J_2$
into (A2-29) then leads to the final expression for the repulsion integral (1-29).
APPENDIX 3

THE PROGRAMS

The computer programs for performing the required computations were written in the FORTRAN IV (G) compiler language for an IBM 360/44 computer. A modular (SUBROUTINE) approach was taken in order to facilitate the writing, debugging, combining and assembling of the many routines required for the various computing JOBS.

OCE-WF Routines: The following is a listing of the names along with a brief description of the major routines needed for constructing the optimized trial wave functions of multiconfigurational type.

MAIN - The main program handles input of data, output of results and calls routines to compute and store for later use quantities such as factorials and the nuclear geometrical factors, $Y_{k|m}^{(}\Theta_N,\phi_N)$. MAIN also calls the optimization routine MINIMUM and computes $F^N_{\text{slope}}(R)$ from (2-31).

SUBROUTINE FACGAM - Computes factorials and loads them into a one dimensional array. Requires the use of FUNCTION FACT.

FUNCTION FACT - A table look up of previously computed factorials.

SUBROUTINE GEOFAC - Computes nuclear geometrical factors and loads them into a two dimensional array. Requires the use of SUBROUTINE SPHERE, SUBROUTINE ALEGEN and FUNCTION PNMX.
SUBROUTINE SPHERE - Evaluates normalized Spherical Harmonics. Requires the use of SUBROUTINE ALEGEN and FUNCTION PNMX.

SUBROUTINE ALEGEN - Evaluates the associated Legendre functions. Requires the use of FUNCTION PNMX.

FUNCTION PNMX - Table look up of previously computed associated Legendre functions.

SUBROUTINE MINMUM - MINMUM is a modification of SUBROUTINE STEPIT obtained from the Quantum Chemistry Program Exchange (QCPE). The routine varies the non-linear parameters \(n, \alpha\) and \(p\) in a systematic pattern search until any further change in the parameters produces no decrease in the energy eigenvalue. These are taken to be the optimum parameter values for the wave function.

SUBROUTINE FUNK - Computes an energy value with the parameters furnished from SUBROUTINE MINMUM.

SUBROUTINE MATRIX - Computes values for the matrix elements \(H_{ij}\) (l-15) and \(\Delta_{ij}\) (l-16) using the current values for the parameters \(n, \alpha\) and \(p\) furnished from SUBROUTINE MINMUM.

SUBROUTINE NORMAL - Computes basis function radial normalization constants (1-5).

SUBROUTINE OVERLP - Computes overlap integrals (1-22).

SUBROUTINE KINETK - Computes kinetic energy integrals (1-24).
SUBROUTINE ATTRAK - Computes nuclear-electron attraction integrals (1-25). Requires the use of SUBROUTINE CSUBK and SUBROUTINE GAMIN.

SUBROUTINE CSUBK - Computes $C^k$ coefficients (A2-17).

SUBROUTINE GAMIN - Evaluates the small and large incomplete gamma functions (1-26) and (1-27).

SUBROUTINE COULMB - Computes repulsion integral (1-29).

SUBROUTINE BETIN - Evaluates the incomplete beta function (1-31).

SUBROUTINE EXCHNG - Computes repulsion integral (1-21).

SUBROUTINE CEIG - Routine to solve the secular determinant (1-11). Requires the use of diagonalization routine SUBROUTINE NESBET.

SUBROUTINE NESBET - Diagonalization routine to solve matrix eigenvalue problem for the eigenvectors, $C_1$, and the energy eigenvalues, $E_1$.

A flow chart illustrating the linkage among the above subprograms is given at the conclusion of this appendix.

**Force Routines:** As stated above, the forces from the slope of the total energy curve were computed in the latter part of the main program used to construct the wave function. The energy had been suitably partitioned into kinetic and potential energy parts in anticipation of the calculation of these forces.
The experimental forces were calculated simply by programming expression (2-32) and using the values for the spectroscopic constants given by Hulburt and Hirschfelder.\textsuperscript{11}

The following routines were needed to compute $F_{HFET}^N(R)$ from (2-27).

**MAIN** - The main program read in the wave function parameters $n_k, \alpha_k$, $p$ and $C_1$ at various internuclear distances. Output consisted of punched cards listing $F_{HFET}^N(R)$ at internuclear distance $R$. These were used as input for a plotting routine which would graph the forces as a function of internuclear distance.

**SUBROUTINE FODM** - Computes the force matrix elements $F_{ij}$ (2-28). Requires the use of SUBROUTINE OVERLP and SUBROUTINE FINT.

**SUBROUTINE FINT** - Computes the basic force integrals $F_{1,\ell^1,\ell^2}$ (2-29). Requires the use of SUBROUTINE GEOFAC, SUBROUTINE CSUBK and SUBROUTINE GAMIN.

**PLOT Routine** - A separate program was written using the computer library routines PLOT and CHAR to plot the computed forces as a function of internuclear distance. The calculations were performed on the 360 computer because of its superior computing speed but the actual plotting was done on the 1620-1627 plotter.

Any of the programs used herein, if not available from QCPE, may be obtained by addressing requests to Professor Frank L. Pilar, Chemistry Department, Parsons Hall,
Flow Chart Illustrating Linkages Among Major Subprograms
Needed to Construct Optimized Multiconfigurational OCE
Trial Wave Functions.