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Invariant Frechet algebras on bounded symmetric domains

Abstract
Let \( D \) be a bounded domain in the complex vector space \( \mathbb{C}^n \). We say that \( D \) is symmetric iff, given any two points \( p, q \in D \), there is a biholomorphism \( \phi \), which interchanges \( p \) and \( q \). These domains were classified abstractly by Elie Cartan in his general study of symmetric spaces, and were canonically realized in \( \mathbb{C}^n \) by Harish-Chandra. They include polydisks and Siegel domains.

Let \( D \) be a bounded symmetric domain in \( \mathbb{C}^n \), and \( G \) be the largest connected group of biholomorphic automorphisms of \( D \). The algebra \( C(D) \) of all continuous (not necessarily bounded) complex-valued functions on \( D \) with compact-open topology is a Frechet algebra. A closed subalgebra of \( C(D) \) is called an invariant algebra if it is closed under compositions with elements of \( G \).

We prove that if \( D \) is irreducible, then there are only three invariant algebras with identity with maximal ideal space \( C(D) \), the set of all holomorphic functions \( \mathcal{H}(D) \) and the set of all antiholomorphic functions \( \mathcal{H}^{-}(D) \). This result partially generalizes the Rudin's classification of invariant algebras on unit ball in \( \mathbb{C}^n \). For the general symmetric bounded domain \( D \) we prove that the only invariant algebras are tensor products of invariant algebras on irreducible factors of \( D \).
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CHAPTER 1

INTRODUCTION

Throughout this document, $G$ will denote a Lie group with at most countably many components, and $H$ will denote a closed subgroup.

Let $M = G/H$ be a homogeneous space and $\mathcal{C}(M)$ be the algebra of all continuous complex valued functions on $M$ with the topology of uniform convergence on compact subsets. The homogeneous space $M = G/H$ is an analytic manifold, and by our assumption on $G$ it has a countable base, so $\mathcal{C}(M)$ is a Fréchet algebra.

The group $G$ acts on $\mathcal{C}(M)$ by the formula

$$(g \cdot f)(z) = f(g^{-1} \cdot z).$$

If $A$ is a closed subalgebra of $\mathcal{C}(M)$ we say that $A$ is an invariant algebra if whenever $f$ is in $A$ and $g$ is in $G$, then $g \cdot f$ is in $A$. The study of invariant subalgebras and subspaces of $\mathcal{C}(M)$ on a compact homogeneous space has a long history and for many spaces complete classification is available (see, for example [10], [12], [43], [31], [20]).

Invariant algebras of bounded continuous functions on noncompact symmetric spaces were considered by several authors. A. Nagel and W. Rudin [31, 37] classified invariant algebras of function continuous on the closed unit ball $\overline{B}$ in $\mathbb{C}^n$. T. Kaptanoğlu [27] characterized invariant algebras on the closed unit polydisk $\overline{U}^n$. Independently, E. Grinberg [22] classified invariant algebras on closed bounded symmetric domains in $\mathbb{C}^n$.

W. Rudin remarked in [37] that “there seems to be no good reason why continuity on the boundary should play a role in the preceding results.” Later W. Rudin in [38] proved that there are only four unital invariant subalgebras of $\mathcal{C}(B^n)$: $\mathcal{C}(B^n)$, the algebra of holomorphic functions $H(B^n)$, the algebra of antiholomorphic functions $\overline{H}(B^n)$, and the algebra of constant functions $\mathbb{C}$.

E. Grinberg conjectured that this result should generalize to an arbitrary irreducible
bounded symmetric domain.

A bounded domain $M$ in $\mathbb{C}^n$ is called \textit{symmetric} if every point of $M$ is an isolated fixed point of an involutive biholomorphic automorphism of $M$. See [23] and [44] as general references for the theory of bounded symmetric domains. Every bounded symmetric domain with Bergman metric is a Hermitian symmetric space of noncompact type. Let $G$ be a connected component of the group of biholomorphic isomorphisms of $M$. The group $G$ is a semisimple Lie group, acting transitively on $M = G/H$, where compact subgroup $H$ is an isotropy group of a point in $M$. For example, if $D = \mathbb{U}$ is the unit polydisk, then $G$ is the product of $n$ copies of the Möbius group $SU(1, 1)$, and $H$ is the product of $n$ copies of $SO(2)$. As shown by Harish-Chandra, every bounded symmetric domain can be realized as circular convex domain in $\mathbb{C}^n$. Recall that a domain $M$ is called circular if $e^{i\phi}z \in M$ for every real $\phi$ and every $z \in M$. Then $0 \in M$ and without lost of generality we may assume, that $H$ is an isotropy group of 0. We will always assume that a bounded symmetric domain is given in Harish-Chandra realization. The maximal ideal space of Fréchet algebra is the set of all continuous multiplicative functionals. We prove the following.

\textbf{Theorem 1.1.} \textit{Let $M$ be a bounded symmetric domain and $A$ be a unital invariant algebra with the maximal ideal space $M$.}

1. If $M$ is irreducible, then $A$ is one of the following
   a) the algebra of all continuous functions $C(M)$;
   b) the algebra of all holomorphic functions $H(M)$;
   c) the algebra of all antiholomorphic functions $\overline{H}(M)$;

2. If $M = M_1 \times M_2 \times \cdots \times M_k$ is a decomposition into the product of irreducible components, then $A = A_1 \otimes A_2 \otimes \cdots \otimes A_k$ where $A_j$ is an invariant subalgebra of $C(M_j)$.

If $A$ is a subalgebra of $C(X)$, and $B$ is a subalgebra of $C(Y)$, the tensor product $A \otimes B$ is a closed subalgebra of $C(X \times Y)$, generated by products $f(x)g(y)$, where $f \in A$, and $g \in B$.

It is an interesting question, if the condition on the maximal ideal space is necessary in the theorem. The last chapter contains some preliminary results toward this problem.

The maximal ideal space $\mathfrak{M}_A$ of an invariant algebra $A$ on a homogeneous manifold $M = G/H$ can be much bigger than $M$. The group $G$ acts naturally on $\mathfrak{M}_A$. The dimension of an orbit $G \cdot \phi$ in $\mathfrak{M}_A$ can be greater than the dimension of $M$. However, it may
happen only in exchange for an "extra complex structure". We show that the image of $M$ in $\mathcal{M}_A$ and orbits $G \cdot \phi$ have natural structures of CR-manifolds, and the following inequality holds.

**Theorem 1.2.** Let $M'$ be the image of $M$ in $\mathcal{M}_A$ under the evaluation map $z : f \to f(z)$. If $M'$ is totally real, then for every $\phi \in \mathcal{M}_A$

$$\dim G \cdot \phi - \text{CR-dim } G \cdot \phi \leq \dim M' \leq \dim M.$$ 

The expression in the left side of the inequality can be interpreted as a dimension over $\mathbb{C}$ of a linear space of differentials of smooth functions in $A$ at a point.

The complete classification of invariant algebras on homogeneous manifolds is out of reach. Nevertheless the author hopes that this theorem can be used to characterize maximal ideal spaces of invariant algebras.

In Chapter 2 we define the homogeneous CR structure on orbits. Theorem 1.1 is proved in Chapter 3. Chapter 4 is based on the author's paper [16]. We prove here that manifolds of Gevrey class are pluripolar. We introduce the notion of Kolmogorov dimension, and estimate the Kolmogorov dimension of manifolds of Gevrey class. Theorem 1.2 is proved in Chapter 5 using the result on pluripolarity of manifolds. If $M$ is a bounded symmetric domain, we show that orbits in maximal ideal space are isomorphic to orbits in the complexification of $M$, called the complex crown. We show that in this case, if the maximal ideal space $\mathcal{M}_A \neq M$, then $\mathcal{M}_A$ must contains a neighborhood of $M$ in the complex crown.
CHAPTER 2

INVARIANT FUNCTION SPACES ON HOMOGENEOUS MANIFOLDS

2.1 Preliminaries

Definition 2.1. A Hausdorff space is called a $k$-space if every subset intersecting every compact subset in a closed set is itself closed.

A locally compact Hausdorff space is an example of a $k$-space. In particular, a manifold is a $k$-space.

Definition 2.2. A Hausdorff space $X$ is called hemicompact if there is a countable compact exhaustion $K_1 \subset K_2 \subset \ldots$ of $X$ such that for every compact subset $K \subset X$ there is $n$ such that $K \subset K_n$. Such an exhaustion $(K_n)$ is called admissible.

Theorem 2.3. Let $X$ be hemicompact $k$-space. Then $C(X)$ with the topology of uniform convergence on compact subsets is a Fréchet algebra. The topology on $C(X)$ is generated by the seminorms $\| \cdot \|_{K_n}$, where

$$\| f \|_{K_n} = \sup_{z \in K_n} |f(z)|.$$


Example 2.4. Let $M$ be a manifold with a countable base. Then $M$ is metrizable. Choose a metric on $M$ and a point $p \in M$. A family of closed balls $K_n = \overline{B(p, n)}$ of radius $n$ is an admissible exhaustion of $M$. Therefore $C(M)$ is a Fréchet algebra.
Definition 2.5. Let \( A \) be a Fréchet algebra. The set of all continuous nonzero complex-valued algebra homomorphism of \( A \) is called the maximal ideal space of \( A \) and is denoted by \( \mathcal{M}_A \). The maximal ideal set \( \mathcal{M}_A \) is a closed subset of a topological dual space \( A' \). We endow \( \mathcal{M}_A \) with the relative topology.

If \( A \) is a closed point separating subalgebra of \( C(M) \), then the evaluation map \( M \to \mathcal{M}_A \) given by \( z : f \to f(z) \) is one-to-one.

2.2 Functions of Gevrey Class

Let \( M = G/H \) be a homogeneous space. If \( f \in C(M) \) and \( \mu \) is a measure on \( G \) with compact support, the convolution

\[
\mu * f(z) = \int_G f(g^{-1} \cdot z) d\mu(g)
\]

is a well defined continuous function on \( M \). Let \( dg \) be a Haar measure on \( G \). If \( h \in C(G) \) has compact support, define the convolution

\[
h * f = (h \, dg) * f.
\]

Definition 2.6. Let \( V \) be a vector subspace of \( C(M) \). The vector space of all smooth functions in \( V \) is denoted \( V^\infty \).

If \( V \) is a closed invariant vector subspace of \( C(M) \), then \( V^\infty \) is dense in \( V \). Indeed, the vector space \( V \) is invariant with respect to convolutions. Convolutions with smooth functions are smooth and dense in \( V \). If \( M \) is compact, then \( V \) is a Banach space, and, as E. Nelson showed [32], analytic functions are dense in \( V \). Such a result is not available for invariant Fréchet spaces of functions on noncompact homogeneous manifolds. To mitigate this obstacle we will work with ultra-differentiable functions.

We need to introduce some notation first. For a multi-indices

\[
\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_m), \quad \beta = (\beta_1, \beta_2, \ldots, \beta_m)
\]

we define

\[
|\alpha| = \sum_{j=1}^{m} \alpha_j, \quad \alpha! = \prod_{j=1}^{m} \alpha_j!, \quad \text{and} \quad \binom{\alpha}{\beta} = \frac{\alpha!}{(\alpha - \beta)! \beta!}.
\]
For an integer \( k \) we define \( a + k = (a_1 + k, a_2 + k, \ldots, a_m + k) \). For a point \( x \in \mathbb{R}^m \) we define \( x^\alpha = \prod_{j=1}^m x_j^{\alpha_j} \). If \( f \in C^\infty(\mathbb{R}^m) \) we denote

\[
\partial^\alpha f = \frac{\partial|\alpha|}{\partial^{\alpha_1} x_1 \ldots \partial^{\alpha_m} x_m} f.
\]

Let \( U \) be an open set in \( \mathbb{R}^m \) and \( s \geq 1 \). A function \( f \in C^\infty(U) \) is said to belong to Gevrey class \( G^s(U) \) if for every compact \( K \subset U \) there exists a constant \( C_K > 0 \) such that

\[
\sup_{x \in K} |\partial^\alpha f(x)| \leq C_K^{\alpha_1+1} (\alpha!)^s,
\]

for every multi-index \( \alpha \). The class \( G^s \) forms an algebra. The Gevrey class \( G^s \) is closed with respect to composition and the Implicit Function Theorem holds for \( G^s \) [29], thus one may define manifolds (and submanifolds) of Gevrey class \( G^s \) in the usual way. A homogeneous space \( M = G/H \) has a natural analytic manifold structure. A function \( f \in C^\infty(M) \) is said to belong to Gevrey class \( G^s(X) \) if \( f \) is in \( G^s \) locally on every analytic chart.

**Lemma 2.7.** Let \( V \) be an invariant vector subspace of \( C(M) \). If \( s > 1 \) then the set of functions of Gevrey class \( V^s = V \cap G^s(M) \) is dense in \( V \).

**Proof.** By Denjoy-Carleman theorem [24] the Gevrey class is not quasi-analytic. For every nonempty open set \( \omega \subset G \) there exists a nonzero function \( h \in G^s(G) \) with support in \( \omega \). Choose a “delta function sequence” \( h_n \) such, that \( \lim \text{supp}(h_n) = \{e\} \), and \( \int_G h_n \, dg = 1 \). Then convolutions \( h_n * f \) are in \( G^s(M) \) and \( \lim h_n * f = f \).

**Remark 2.8.** Clearly, if \( f \in C^k(M) \), then \( h_n * f \) converges to \( f \) in the topology of \( C^k \).

**2.3 CR Structure on Orbits**

In this section we will show that a closed invariant vector subspace \( V \subset C(M) \) induces a natural invariant CR structure on orbits of \( G \) on a dual space. Let \( V' \) be a topological dual to \( V \). The group \( G \) acts on \( V' \) by the formula

\[
(g \cdot \phi)(f) = \phi(g^{-1} \cdot f).
\]

We will always consider orbits of \( G \) in \( V' \) with a unique homogeneous CR structure induced by \( V \). This is the “largest” CR structure for which functions in \( V \) are CR functions on the orbit.

\(^1\)having a maximal CR dimension
Let $S$ be a smooth manifold, and let $\mathcal{V}$ be a subbundle of the complexified tangent bundle $CT(S)$. Recall, that the pair $(S, \mathcal{V})$ is called a CR manifold if $\mathcal{V}$ is involutive, that is $[\mathcal{V}, \mathcal{V}] \subset \mathcal{V}$, and for every $p \in S$

$$\mathcal{V}_p \cap \overline{\mathcal{V}}_p = \{0\}.$$  

The complex tangent space $H_p(S) \subset T_p(S)$ at $p$ is the real part of $\mathcal{V}_p$, that is, the vector space of $X + \overline{X}$ for $X \in \mathcal{V}_p$. The complex dimension of the vector space $H_p(S)$ is called the CR dimension, and the real dimension of the factorspace $T_p(S)/H_p(S)$ is called the CR codimension of $S$. A continuous function $f$ on $S$ is called a CR function if $\overline{L}f = 0$ for every section $\overline{L} \in \mathcal{V}$, where $\overline{L}$ is the derivative in the sense of distribution. See [8] and [5] as references for CR manifolds and CR functions.

A CR structure on a homogeneous manifold $M = G/H$ is called homogeneous if $G$ acts on $M$ by CR automorphisms. Let $p \in M$ be a coset $H$. Let $\mathfrak{g}$ and $\mathfrak{h}$ be Lie algebras of $G$ and $H$. Let $\mathfrak{g}_C$ and $\mathfrak{h}_C$ be the complexifications of $\mathfrak{g}$ and $\mathfrak{h}$. We will identify complex vector spaces $CT_p(S)$ and $\mathfrak{g}_C/\mathfrak{h}_C$, and also real vector spaces $T_p(S)$ and $\mathfrak{g}/\mathfrak{h}$. Suppose $q$ be a complex subalgebra of $\mathfrak{g}_C$.

The pair $(G/H, q)$ is called a homogeneous CR structure, if

$$q \cap \mathfrak{g} = \mathfrak{h}, \quad \text{and} \quad q/\mathfrak{h}_C = \mathcal{V}_p. \quad (2.2)$$

See [3] for the basic facts on homogeneous CR manifolds. The CR structure on $G/H$ is completely determined by $q$. For example,

$$H_p(S) = \left( (q + \overline{q}) \cap \mathfrak{g} \right) / \mathfrak{h}. \quad (2.3)$$

The CR dimension of $(G/H, q)$ is equal to $\dim_{\mathbb{C}} q - \dim_{\mathbb{R}} \mathfrak{h}$, and the CR codimension is equal to $\dim_{\mathbb{R}} \mathfrak{g} - \dim_{\mathbb{C}} q$.

Let $G \cdot \phi$ be an orbit in $V'$. Let $N$ be the isotropy group of $\phi$. The vector $X - iY \in \mathfrak{g}_C$, where $X, Y \in \mathfrak{g}$, is said to annihilate $V$ if for every $f \in V^\infty$

$$\frac{d}{dt}(exp(tX) \cdot \phi)f = i \frac{d}{dt}(exp(tY) \cdot \phi)f. \quad (2.4)$$

The vector space $V$ induces on $G \cdot \phi$ the homogeneous CR structure $(G/N, q)$, where

$$q = \{ Z = X + iY : X - iY \text{ annihilates } V \}. \quad (2.5)$$

Remark 2.9. A "typical" functional $\phi \in V'$ has no symmetries. For such $\phi$ the CR structure on the orbit $G \cdot \phi$ is totally-real, $\dim G \cdot \phi = \dim G$, and CR- $\dim G \cdot \phi = 0$. 
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An orbit $G \cdot \phi$ can be considered as a smooth submanifold of an infinite-dimensional complex space $(V^\infty)'$. This imbedding gives an equivalent description of the homogeneous CR structure on the orbit. It is more convenient to work with local imbeddings into finite-dimensional spaces. Let 

$$m = \dim G \cdot \phi - \text{CR-dim } G \cdot \phi;$$

then there exist a neighborhood $U$ of $e \in G$ and $m$ functions $f_1, f_2, \ldots, f_m \in V^\infty$ such that the map $T : U \cdot \phi \to C^m$ given by $T(\psi) = (\psi(f_1), \psi(f_2), \ldots, \psi(f_m))$ is a CR imbedding.

Let $Gr_q(g_C)$ be the Grassmanian of $q$-dimensional complex linear subspaces of $g_C$.

**Lemma 2.10.** Let $W \subset Gr_q(g_C)$ be an open set. Let $U$ be the set of all functionals $\phi \in V'$ such that the orbit $G \cdot \phi$ has the homogeneous CR structure $(G \cdot \phi, q)$, where $q$ is a subspace of an element of $W$. Then the set $U$ is open.

**Proof.** Let $f_1, f_2, \ldots, f_m$ be as above. Let $X_1, X_2, \ldots, X_s$ be a basis for $g$. Consider functions $f_{jr}, j = 1, 2, \ldots, m, r = 1, 2, \ldots, s$, defined by:

$$f_{jr} = \frac{d}{dt} \left( \exp(-tX_r) \cdot f_j \right).$$

(2.6)

Clearly these functions are in $V$. The matrix valued function $F = (f_{jr})$ is continuous on $V'$. The kernel of the matrix $F(\phi)$ is the complex Lie algebra $q$ defining the homogeneous CR structure on the orbit $G \cdot \phi$. Let $\psi \in V'$ and $(G \cdot \psi, q')$ be a homogeneous CR structure on an orbit $G \cdot \psi$. Then $q'$ is a subspace of a kernel of $F(\psi)$. Because $W \subset Gr_q(g_C)$ is an open set, the set $Y$ of $m \times s$ complex-valued matrices $B$ such that $\ker B$ is a subspace of an element of $W$ is an open set. Let $Z$ be the set of functionals $\psi$, such that $\ker F(\psi) \in Y$. Then $Z$ is open, and $\phi \in Z \subset U$. $\square$

### 2.4 Decomposition of Bounded Symmetric Domains

The image of $M$ under the evaluation map $M \to V'$ given by $z : f \to f(z)$ is an orbit of $G$. If functions in $V$ separate points in $M$, then the evaluation map is a diffeomorphism onto this orbit and $V$ induces a homogeneous CR structure on $M$. In general, we may identify the image of $M$ with $M' = G/N$, where $N \supseteq H$ is a closed subgroup of $G$. Functions in $V$ are constant on orbits of $N$ in $M$ and separate points in $M'$.

The CR structure on $M'$ is especially simple when $M$ is a bounded symmetric domain. In this case the CR structure is Levi-flat and $M'$ is a product of a complex domain and a totally-real domain. The following two lemmas are well known.
Lemma 2.11. Let \( M = G/H \) be a bounded symmetric domain. Let \( N \subseteq G \) be a closed subgroup. If \( H \) is a connected component of \( N \), then \( H = N \).

Proof. Recall that we assume that a bounded symmetric domain is given in Harish-Chandra realization, so \( M \subseteq \mathbb{C}^n \) is convex and circular, \( 0 \in M \) and \( H \) is an isotropy group of \( 0 \). The group
\[
S^1 = \left\{ e^{i\phi} : \phi \in \mathbb{R} \right\},
\]
acting on \( M \) by multiplications, is a subgroup of \( H \). Then for every \( z \in N \cdot 0 \) the circle \( S^1 \cdot z = \left\{ e^{i\phi}z : \phi \in \mathbb{R} \right\} \) is in \( N \cdot 0 \). By the assumptions, the image \( N \cdot 0 = N/H \) is discrete. Therefore \( N \cdot 0 = 0 \) and \( N = H \).

Lemma 2.12. Let \( M = G/H \) be a bounded symmetric domain. Let \( N \supset H \) be a closed proper subgroup of \( G \). Then there exist bounded symmetric domains \( M' = G'/H' \) and \( M'' = G''/H'' \) such that
\[
M = M' \times M'', \quad (2.7)
\]
\[
G/N = M', \quad (2.8)
\]
\[
N = H' \times G''. \quad (2.9)
\]

Proof. Let \( M = M_1 \times M_2 \times \cdots \times M_k \) be a decomposition of \( M \) into the product of irreducible bounded symmetric domains. Let \( M_j = G_j/H_j \), and \( g_j, h_j \) be Lie algebras of \( G_j \) and \( H_j \). If \( g_j = h_j + m_j \) is a Cartan decomposition, then each \( m_j \) is an irreducible representation of \( \text{Ad}(H) \) (see [23], ch. VIII). Clearly, for \( i \neq j \), a group \( \text{Ad}(H_i) \) acts on \( m_j \) trivially. Hence \( \text{Ad}(H) \) representations \( m_i \) and \( m_j \) are not equivalent. Because the Lie algebra \( n \) of the group \( N \) is \( \text{Ad}(H) \)-invariant, it follows that \( n = n_1 + n_2 + \cdots + n_k \), where each \( n_j \) is either \( h_j \) or \( g_j \). Put
\[
j' = \{ j : n_j = h_j \},
\]
and \( j'' = \{ 1, 2, \ldots, k \} - j' \). Choose
\[
G' = \prod_{i \in j'} G_i, \quad G'' = \prod_{j \in j''} G_j, \quad H' = G' \cap H, \quad H'' = G'' \cap H.
\]
By construction \( n = h' + g'' \). Because \( G_j \) and \( H_j \) are connected, it follows that the product \( H' \times G'' \) is a connected component of \( N \). It remains to show that \( N = H' \times G'' \). Consider \( N' = N \cap G' \). Then \( H' \) is a connected component of \( N' \) and by Lemma 2.11 we have \( N' = H' \), so \( N = H' \times G'' \).

Lemma 2.13. Let \( M \) be a bounded symmetric domain.
1. If $M$ is irreducible then a homogeneous CR structure on $M$ is one of the following
   a) The CR functions are the holomorphic functions;
   b) The CR functions are the antiholomorphic functions;
   c) The CR functions are the continuous functions (totally real case).

2. If $M = M_1 \times M_2 \times \cdots \times M_k$ is a decomposition into the product of irreducible components, then a homogeneous CR structure on $M$ is a product of homogeneous CR structures on components.

**Proof.** Let $M_j = G_j / H_j$ be an irreducible factor in the decomposition of $M$. Let $g_j$ and $h_j$ be Lie algebras of $G_j$ and $H_j$ correspondingly. Let $g_j = h_j + m_j$ be a Cartan decomposition. Then $m_j$ is an irreducible representation of $\text{Ad}(H)$. If $H_j$ is an isotropy group of $p \in M_j$, then we can identify vector spaces $m_j$ and $T_p(M_j)$, and therefore there exists an $\text{Ad}(H)$-invariant complex structure $J$ on $m_j$. The complex structure $J$ is the $\mathbb{R}$-linear endomorphism $J$ such that $J^2 = -I$ and $J$ commutes with each element in $\text{Ad}(H)$. The endomorphism $J$ can be extended by $\mathbb{C}$-linearity to the complexification $m_j^\mathbb{C}$. Let $W$ and $\overline{W}$ be eigenspaces of $J$ corresponding to eigenvalues $i$ and $-i$. Then $m_j^\mathbb{C} = W + \overline{W}$ is a decomposition into sum of irreducible $\text{Ad}(H)$ representations. Let $(M, q)$ be a homogeneous CR structure. Put $q_j = q \cap g_j^\mathbb{C}$. Then $q_j \cap g_j = h_j$ and $q_j$ is $\text{Ad}(H)$-invariant. Clearly $q = \sum_{j=1}^{k} q_j$. There are only three possibilities for $q_j$.
   1. $q_j = h_j^\mathbb{C}$ (totally real case);
   2. $q_j = h_j^\mathbb{C} + W$ (holomorphic case);
   3. $q_j = h_j^\mathbb{C} + \overline{W}$ (antiholomorphic case).

We can combine these three lemmas into the following result.

**Theorem 2.14.** Let $M$ be a bounded symmetric domain and $V$ be a closed invariant subspace of $C(M)$. There exists a unique decomposition

$$M = M_r \times M_h \times M_a \times M_c,$$

(2.10)

where all factors are bounded symmetric domains satisfying the following properties.
1. All functions in $V$ are holomorphic on $M_h$, antiholomorphic on $M_a$, and constant on $M_c$.

2. Functions in $V$ separate points in $M' = M_r \times M_h \times M_a$.

3. Put $m = \dim_{\mathbb{R}} M_r + \dim_{\mathbb{C}} M_h + \dim_{\mathbb{C}} M_a$. For every $p \in M$ there exist functions $f_1, f_2, \ldots, f_m \in V^\infty$ with $\mathbb{C}$-linearly independent differentials $df_j(p)$.

Remark 2.15. By changing the complex structure on $M_a$ factor to opposite, we may assume that the decomposition in (2.10) is $M = M_r \times M_h \times M_c$. 
3.1 Invariant Algebras and Decomposition

In this section we use the explicit description of a homogeneous CR structure on a bounded symmetric domain $M = G/H$ to characterize invariant algebra $A$. An invariant algebra is an invariant vector space, and so it induces a decomposition as in Theorem 2.14.

The restriction of $A$ on $M_h$ is $H(M_h)$ by the following theorem.

**Theorem 3.1.** Let $M$ be a bounded symmetric domain and $A$ be an invariant algebra on $M$. If holomorphic functions in $A$ separate points on $M$ then $A$ contains all holomorphic functions.

**Proof.** We follow [37], Proposition 13.4.7. Without the lost of generality we may assume that $A \subset H(M)$. Suppose that $M$ is irreducible. For every $f \in A$ the function

$$
\bar{f}(z) = \frac{1}{2\pi} \int_{0}^{2\pi} f(e^{i\theta} z) e^{-i\theta} d\theta
$$

(3.1)

is linear and belongs to $A$. At 0 we have $df(0) = d\bar{f}(0)$. This and the property (3) of the decomposition in Theorem 2.14 imply, that $A$ contains all coordinate functions $z_1, z_2, \ldots, z_n$. These functions generate $H(M)$. □

The local characterization of $A$ on $M_r$ immediately follows from the Approximation Theorem [33]. Let $X^n$ be a smooth $n$-dimensional manifold with countable base. Then
$C(X^n)$ is a Fréchet algebra. Let $B$ be a closed subalgebra of $C(X^n)$. Let $B^\infty$ be the subalgebra of $C^\infty$ functions in $B$.

**Definition 3.2.** Algebra $B$ is called a **totally real algebra** if for every point $p \in X^n$ there exist functions $f_1, f_2, \ldots, f_n$ in $B^\infty$ with $\mathbb{C}$-linearly independent differentials $df_j(p)$.

This condition implies that there exists a neighborhood $W$ of $p$ such that the image $F(W) \subset C^n$ is a totally real manifold, where $F(z) = (f_1(z), f_2(z), \ldots, f_n(z))$. For an invariant algebra on a homogeneous space it is sufficient to check the condition at one point. By Theorem 2.14 an invariant totally real algebra separates points.

**Proposition 3.3.** A totally real algebra $B$ on a smooth $n$-dimensional manifold $X^n$ is locally dense in $C(X^n)$, that is for every $p \in X^n$ there exists a neighborhood $U \ni p$ such that the algebra $B|_U$ of restrictions of functions in $B$ on $U$ is dense in $C(U)$.

**Proof.** Let $W$ and $F$ be as above. By the Corollary 7.2 [33], the point $p$ has a neighborhood $p \in U \subset W$ such that the algebra generated by functions $f_1, f_2, \ldots, f_n$ is dense in $C(U)$.

The next section and Chapter 5 will be devoted to globalization of this result for invariant algebras, to show that an invariant totally real algebra $A$ on a bounded symmetric domain $M$ is the algebra of all continuous functions $C(M)$. Now we will show that such result implies the complete classification of algebras on bounded symmetric domains.

Let $M_1$ and $M_2$ be bounded symmetric domains. Let $A$ be an invariant algebra on $M = M_1 \times M_2$. Because $M_2$ is homogeneous and $A$ is invariant, the restrictions of $A$ on slices $M_1 \times p$ and $M_1 \times q$ are naturally isomorphic for all $p, q \in M_2$. We will call such algebra a restriction of $A$ on $M_1$.

**Proposition 3.4.** Let $M_f$ and $M_h$ be bounded symmetric domains. Let $A$ be an invariant algebra on $M = M_f \times M_h$. Suppose that the restriction of $A$ on $M_f$ is dense in $C(M_f)$ and the restriction of $A$ on $M_h$ is $H(M_h)$. Then $A = C(M_f) \otimes H(M_h)$.

The proof of this proposition is based on Bishop-Stone-Weierstrass theorem. Usually this theorem is stated for Banach algebras. For the reader's convenience we prove the version of Bishop-Stone-Weierstrass theorem for Fréchet algebras.

Let $X$ be a hemicompact $k$-space (see Section 2.1). Let $B$ be a closed subalgebra of $C(X)$ containing constants.
**Definition 3.5.** A subset $F$ of $X$ is called a *set of antisymmetry* of $B$ if every function in $B$ which is real valued on $F$ is constant on $F$.

Every point in $X$ is a set of antisymmetry. By Zorn's lemma every point is contained in a maximal set of antisymmetry. Continuity of functions in $B$ implies that maximal sets of antisymmetry are closed. If $E$ and $F$ are sets of antisymmetry and $E \cap F$ is not empty, then $E \cup F$ is a set of antisymmetry. Therefore maximal sets of antisymmetry constitute a closed pairwise disjoint cover for $X$.

**Theorem 3.6 (Bishop-Stone-Weierstrass).** If $f \in C(X)$ and $f|_F \in B|_F$ for every maximal set of antisymmetry $F$ then $f \in B$.

**Proof.** Let $K$ be a compact subset of $X$. Consider a Banach algebra $\overline{B|_K}$ which is the closure of the restriction of $B$ on $K$. Every maximal set of antisymmetry for $\overline{B|_K}$ is an intersection of $K$ and a maximal set of antisymmetry for $B$. By Bishop-Stone-Weierstrass theorem for Banach algebras (see for example [19]) $f \in \overline{B|_K}$. Because it holds for every compact set $K$, function $f$ is in $B$. \hfill $\square$

**Proof of Proposition 3.4.** First we will show that the restriction of $A$ on $M_r$ is $C(M_r)$. Let $\pi_r : M \to M_r$ be the projection on first factor. The closed algebra $B = \pi_r^{-1}(C(M_r)) \subset C(M)$ is the algebra of all continuous functions on $M$ which are constant on $M_h$. We claim that $B$ is a subalgebra of $A$. Let $(z, w) \in M$, $z \in M_r$, $w \in M_h$. Define the following operator $P : A \to A$ of "averaging" over $M_h$

$$P(f)(z, w) = \frac{1}{2\pi} \int_0^{2\pi} f(z, e^{i\theta} w) d\theta. \quad (3.2)$$

Then $P(f)(z, w) = f(z, 0)$. Clearly $P(A)$ is a subset of $B$. By the assumptions the algebra $P(A)$ is dense in $B$. On the other hand, the operator $P$ is a projection and the image $P(A)$ is a closed subalgebra of $A$. Therefore $B \subset A$.

For every $p \in M_r$ the set $p \times M_h$ is a set of antisymmetry for $A$. These are maximal sets of antisymmetry for $A$, because real-valued functions in $B$ separate such sets. Now Bishop-Stone-Weierstrass theorem implies that $A$ contains all continuous functions that are holomorphic on $p \times M_h$ for every $p \in M_r$. Hence $A = C(M_r) \otimes H(M_h)$. \hfill $\square$

**Theorem 3.7.** Let $M$ be a bounded symmetric domain and $B$ be an invariant algebra on $M$. Suppose that $M = M_r \times M_h \times M_a \times M_c$ is a decomposition induced by $A$. If the restriction of $A$ on $M_r$ is dense in $C(M_r)$ then

$$A = C(M_r) \otimes H(M_h) \otimes \overline{H}(M_a). \quad (3.3)$$
Proof. We may assume that $A$ separates points in $M$. Also by Remark 2.15 we may assume that the decomposition has form $M = M_r \times M_h$. Then the theorem follows from Proposition 3.4. 

3.2 Approximation in Totally Real Algebras

Example 6.1 in [26] shows that a point-separating totally real algebra on a bounded domain $D$ can be a proper subalgebra of $C(D)$. It is a classical result that if a finitely-generated totally real algebra $B$ on a smooth manifold $X$ is such that the maximal ideal space $\mathfrak{M}_B$ is $X$, then $B = C(X)$ (see [33], [26]).

Question 3.8. Suppose that $B$ is a totally real algebra on a smooth manifold $X$ such that the maximal ideal space $\mathfrak{M}_B$ is $X$. Does it follow that $B = C(X)$?

We show that the answer is positive for an invariant algebra on a bounded symmetric domain.

In this section we assume that $A$ is an invariant totally real algebra on a bounded symmetric domain $M \subset \mathbb{C}^n$.

The main result of this section is the following.

Theorem 3.9. If the maximal ideal space $\mathfrak{M}_A$ is $M$, then $A = C(M)$.

Definition 3.10. Let $f$ be a continuous function on $M$, and $h$ be a continuous function on $M$ with compact support. Because $H$ is compact, a convolution

$$ (h * f)(z) = \int \frac{h(g \cdot 0)}{g} f(g^{-1} \cdot z) \, dg, $$

is well-defined.

Definition 3.11. Let $X$ and $Y$ be subsets of $M$. A convolution $X * Y$ is defined as

$$ X * Y = \{ g_1 g_2 \cdot 0 : g_1 \cdot 0 \in X, g_2 \cdot 0 \in Y \}. $$

If $X$ and $Y$ are compact, then $X * Y$ is a support of a convolution of characteristic functions $X * Y = \text{supp} \xi_X * \xi_Y$.

Definition 3.12. Let $f_j$ be a sequence of continuous functions on $M$. Let $K$ be a compact subset of $M$. The sequence $f_j$ is called a delta function sequence on $K$ if for every $h \in C(M)$ with $\text{supp} h \subset K$ the sequence $h * f_j$ uniformly converges to $h$ on $K$. 
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To prove the theorem we will show that if $\mathfrak{M}_A = M$, then for every compact $K \subset M$ there exists a *delta function sequence* $f_j \in A$. We need several lemmas first.

**Definition 3.13.** Let $E$ be a subset of $M$. A point $p \in M$ is a *peak point* for $f \in C(M)$ on $E$ if $f(p) = 1$ and $|f| < 1$ on $E \setminus p$.

**Definition 3.14.** A point $p \in M$ is a *local peak point* for $f \in C(M)$ if there exists a neighborhood $U$ of $p$ in $M$, such that $p$ is a peak point for $f$ on $U$.

**Definition 3.15.** A point $p \in M$ is a *local peak point* for an algebra $A$ if $p$ is a local peak point for some $f \in A$.

**Remark 3.16.** Our definition of local peak point is equivalent to the usual one (see for example [19]), because we assume that $\mathfrak{M}_A = M$.

**Lemma 3.17.** For every point $p \in M$ there is a smooth function $h \in A$ such that $p$ is a local peak point for $f$.

**Proof.** The condition that the algebra $A$ is totally real is equivalent to the existence of smooth functions $f_1, f_2, \ldots, f_{2n}$ in $A$, such that

$$df_j(p) = dz_j, \quad \text{and} \quad df_{n+j}(p) = d\overline{z_j} \quad \text{for} \quad j = 1, 2, \ldots, n. \quad (3.4)$$

We may assume that $f_1(p) = \cdots = f_{2n}(p) = 0$. Then $p$ is a local peak point for

$$h = 1 - \sum_{j=1}^{n} f_j f_{n+j}. \quad (3.5)$$

For Banach algebras local peak points are global peak points. However it is not true in general for Fréchet algebras. See Section (9.2) in [21] for a counterexample. For this reason we work with peak points on compact sets.

**Lemma 3.18.** Let $K$ be a compact subset of $M$. There exists a smooth function $f \in A$ such that

1. the origin is a peak point for $f$ on $K$,

2. the function $f$ is $H$-invariant,
3. near 0 we have

\[ f(z) = 1 - Q(z, \bar{z}) + O(|z|^4), \]

where \( Q(z, \bar{z}) = \sum b_{jk} z_j \bar{z}_k \) is a bilinear form, and the real part \( \text{Re} Q(z, \bar{z}) \) is positive-definite.

**Proof.** We may assume that \( K \) is \( H \)-invariant and that \( 0 \in K \). Let \( h \) be as in the previous lemma. Let \( U \) be a neighborhood of 0 such that 0 is a peak point for \( h \) on \( U \). We may assume that \( U \) is totally bounded. For a subset \( X \) of \( M \) we define \( X^1 = X \) and \( X^{m+1} = X \ast X^m \). Choose a neighborhood \( W \) of 0 such that \( W^2 \subset U \). Let \( X \) be a closure of \( U \ast K \).

Let \( B = \overline{A|X} \) be the closure of the restriction of \( A \) on \( X \). By Rossi’s Local Peak Set Theorem (Theorem 8.1 in [19]) there exists a function \( f_0 \in B \), such that 0 is a peak point for \( f_0 \) on \( X \). Because \( A^\infty \) is dense in \( A \) and \( A|X \) is dense in \( B \), we may approximate \( f_0 \) on \( X \) by functions in \( A^\infty \). Hence there exists \( f_1 \in A^\infty \) such that \( |f_1| \) has maximum on \( X \) at \( p \in W \) and

\[ \sup_{z \in X \setminus W} |f_1(z)| < |f_1(p)|. \]  \hspace{1cm} (3.7)

We may assume that \( f_1(p) = 1 \). Let \( g \cdot 0 = p \), then \( f_2 = g \cdot f_1 \) satisfies the following properties.

\[ \max_{z \in K} |f_2(z)| = 1 = f_2(0), \]  \hspace{1cm} (3.8)

\[ \sup_{z \in K \setminus U} |f_2(z)| < 1. \]  \hspace{1cm} (3.9)

Let \( dh \) be the normalized Haar measure on \( H \). Then for sufficiently small \( \epsilon > 0 \) the function \( f = \frac{1}{1+\epsilon} (dh \ast f_2 + \epsilon h) \) satisfies conditions of the lemma. Clearly \( f \) is \( H \)-invariant and has a peak point at 0. We just need to check (3.6). Recall that the group \( H \) contains \( S^1 = \{e^{i\phi} : \phi \in \mathbb{R} \} \). A Taylor expansion of an \( S^1 \) invariant function has form (3.6), and \( \text{Re} Q \) is positive-definite by the construction of \( h \).

If \( f \) is as in Lemma 3.18, then the sequence \( f_m = c_m f^m \) is a delta function sequence on \( K \), where \( c_m \) are appropriate constants. This result follows from the arguments in [22] and [27]. Let \( U^n \) be a unit polydisk in \( \mathbb{C}^n \), and \( d\mu \) be a Lebesgue measure on \( \mathbb{C}^n \). The following is essentially Lemma (3.3) in [27].

**Lemma 3.19.** Let \( K \subset \mathbb{C}^n \) be a compact neighborhood of origin. Suppose

(a) \( f : K \to \mathbb{C} \) is continuous,

(b) \( |f(z)| < 1 \) if \( z \neq 0 \),
(c) near origin \( f(z) = 1 - Q(z, \overline{z}) + O(|z|^4) \), where \( Q(z, \overline{z}) \) is a bilinear form and \( \text{Re} Q \) is positive-definite.

Fix \( p \in \left( \frac{n+1}{2n+4}, \frac{1}{2} \right) \). For \( m = 2, 3, \ldots \), let \( \epsilon_m = m^{-p} \), and take \( c_m \) so as to satisfy \( \int_{\epsilon_m U^n} c_m f^m \, d\mu = 1 \). Then as \( m \to \infty \),

(i) \( \lim_{n \to \infty} |c_m|^m n > 0 \),

(ii) \( \int_{\epsilon_m U^n} |c_m f^m| \, d\mu = O(1) \),

(iii) \( k_m = \sup \{|c_m f^m(z)| : z \in K \setminus \epsilon_m U^n\} \to 0 \).

Proof. In [27] (Lemma 3.3) this result is proved for \( K = \mathbb{U}^n \) for "polyradial" functions (i.e. depending on \(|z_1|, |z_2|, \ldots, |z_n|\) only). We will reduce the lemma to this special case. Replacing, if necessary function \( f(z) \) by the dilatation \( f(rz) \) we may assume, that \( K \) is a subset of \( \mathbb{U}^n \). Let \( \tilde{f} \) be a continuous extension of \( f \) on \( \mathbb{U}^n \) such that \( |\tilde{f}(z)| < 1 \) if \( z \neq 0 \). Let \( \phi(z) \) and \( \Phi(z) \) be polyradial functions defined by

\[
\phi(z) = \min \{|\text{Re} \tilde{f}(w)| : |w_j| = |z_j| \text{ for } j = 1, 2, \ldots, n\} \tag{3.10}
\]

\[
\Phi(z) = \max \{|\tilde{f}(w)| : |w_j| = |z_j| \text{ for } j = 1, 2, \ldots, n\} \tag{3.11}
\]

Functions \( \phi \) and \( \Phi \) satisfy the conditions of the Lemma with \( K \) replaced by \( \mathbb{U}^n \) and by Lemma (3.3) in [27], the result holds for these functions. Let \( b_m \) and \( d_m \) be defined by \( \int_{\epsilon_m U^n} b_m \phi^m \, d\mu = 1 \) and \( \int_{\epsilon_m U^n} d_m \Phi^m \, d\mu = 1 \). Then \( d_m \leq c_m \leq b_m \) and (i) follows. Clearly

\[
\int_{\epsilon_m U^n} |c_m f^m| \, d\mu \leq \int_{\epsilon_m U^n} |c_m \Phi^m| \, d\mu, \quad \text{and}
\]

\[
|c_m f^m(z)| \leq |c_m| \Phi^m(z).
\]

The result follows.

Remark 3.20. If \( k \) is a compact subset of \( M \), then the Lemma holds if we replace Lebesgue measure by \( G \)-invariant \( dm \) measure on \( M \). Indeed, \( dm(z) = \Omega(z) \, d\mu(z) \), where \( \Omega(z) \) is a smooth positive function.

Lemma 3.21. Let \( K \) be compact subset of \( M \). There exists a delta function sequence on \( K \).
Proof. Without lost of generality we may assume that the interior of $K$ contains origin. Let $K^2 = K \ast K$. By Lemma 3.18 there exists function $f$ such that origin is a peak point for $f$ on $K^2$ and $f$ satisfies (3.6). Let $\varepsilon_m$ be as in Lemma 3.19. Let $\pi : G \rightarrow G/H = M$ be the natural mapping and $W_m = \pi^{-1}(\varepsilon_m U^n)$. Clearly $\cap_{m=1}^{\infty} W_m = \pi^{-1}(0) = H$. We claim that $f_m = c_m f^m$ is a delta function sequence on $K$, where $c_m$ is defined so as to satisfy

$$\int_{\varepsilon_m U^n} c_m f^m(z) dm(z) = \int_{W_m} c_m f^m(g \cdot 0) dg = 1. \quad (3.12)$$

By Lemma 3.19 (see also Remark 3.20) $f_m \rightharpoonup 0$ uniformly on $K^2 \setminus \varepsilon_m U^m$, and

$$\int_{W_m} |c_m f^m(g \cdot 0)| dg = O(1). \quad (3.13)$$

Let $h$ be a continuous function on $M$ with $\text{supp } h \subset K$. We need to show that convolutions $h \ast f_m$ converge to $h$ uniformly on $K$. Let $z = x \cdot 0 \in K$. Pick $\varepsilon > 0$. Let

$$V = \{w : |h(w) - h(z)| < \varepsilon\}$$

be a neighborhood of $z$. For sufficiently large $m$ we have $x W_m^{-1} \cdot 0 \subset V$, were

$$W_m^{-1} = \{g^{-1} : g \in W_m\}.$$

Then

$$(h \ast f_m)(z) - h(z)$$

$$= \int_{G} h(g \cdot 0) f_m(g^{-1} \cdot z) dg - h(z) = \int_{G} h(x g^{-1} \cdot 0) f_m(g \cdot 0) dg - h(z)$$

$$= \int_{W_m} (h(x g^{-1} \cdot 0) - h(z)) f_m(g \cdot 0) dg + \int_{G \setminus W_m} h(x g^{-1} \cdot 0) f_m(g \cdot 0) dg. \quad (3.14)$$

The first integral is bounded by

$$\varepsilon \int_{W_m} |c_m f^m(g \cdot 0)| dg = O(\varepsilon).$$

The second integral is bounded by

$$\sup_{K^2 \setminus \varepsilon_m U^m} |f_m| \int_{G} |h(g \cdot 0)| dg = o(1).$$

\[\square\]
Proof of Theorem 3.9. It is sufficient to show that for any compact $X \subset M$ the restriction of $A$ on $X$ is dense in $C(X)$. Let $K \subset M$ be a compact such that an interior of $K$ contains $X$. The space of continuous functions on $K$ with compact support is dense in $C_0(K)$, the Banach space of continuous functions vanishing on $\partial K$. Therefore, by the previous Lemma, the restriction of $A$ on $K$ is dense in $C_0(K)$. The space $C_0(K)$ is dense in $C(X)$ and the result follows.

Proof of Theorem 1.1. This theorem is immediately follows from Theorem 3.7 and 3.9.
CHAPTER 4

PLURIPOLARITY OF MANIFOLDS

4.1 Pluripolar Sets

A set $E \subset \mathbb{C}^n$ is called pluripolar if there exists a non-constant plurisubharmonic function $\phi$ such that $\phi = -\infty$ on $E$. Pluripolar sets form a natural category of "small" sets in complex analysis. Pluripolar sets are polar, so they have Lebesgue measure zero, but there are no simple criteria to determine pluripolarity. In this chapter we discuss the conditions that ensure pluripolarity for smooth manifolds. This problem has a long history. S. Pinchuk [35], using Bishop's "gluing disks" method, proved that a generic manifold of class $C^3$ is non-pluripolar. Recall that the manifold $M \subset \mathbb{C}^n$ is called generic at a point $p \in M$, if the tangent space $T_pM$ is not contained in a proper complex subspace of $\mathbb{C}^n$. A. Sadullaev [39], using the same method proved that a subset of positive measure of a generic manifold of class $C^3$ is non-pluripolar. It would be of interest to reduce the required smoothness in this results. In this direction, N. V. Shcherbina [40] proved that the pluripolar graphs of continuous functions over domains are holomorphic. The generalization of this result for graphs of functions on generic CR manifolds seems to be an open problem.

In the opposite direction E. Bedford [6] showed that a real-analytic nowhere generic manifold is pluripolar. For some applications to harmonic analysis the condition of real-analyticity is too restrictive. However, the result does not hold for merely smooth manifolds. K. Diederich and J. E. Fornaess [13] found an example of a non-pluripolar smooth curve in $\mathbb{C}^2$. They constructed a function $f \in C^\infty[0, 1]$ such that the graph of this function is not pluripolar. In this example the derivatives $f^{(k)}$ grow very fast as $k \to \infty$.

Recently, D. Coman, N. Levenberg and E. A. Poletsky [11] proved that curves of Gevrey class $G^s$, $s < n + 1$ in $\mathbb{C}^n$ are pluripolar. We generalize this result to higher dimensional
manifolds. Recall that the submanifold $M \subset \mathbb{C}^n$ is called totally real if for every $p \in M$ the tangent space $T_p M$ contains no complex line.

**Theorem 4.1.** Let $M \subset \mathbb{C}^n$ be a totally real submanifold of Gevrey class $G^s$. If $\dim M = m$ and $ms < n$, then $M$ is pluripolar.

In fact we prove a stronger result. It follows from Theorem 2.1 in [2] that a compact set $X \subset \mathbb{C}^n$ is pluripolar if and only if for any bounded domain $D$ containing $X$ and $\epsilon > 0$ there exists polynomial $P$ such that

$$\sup \{|P(z)| : z \in D\} \geq 1$$

and

$$\sup \{|P(z)| : z \in X\} \leq \epsilon^{\deg P}.$$

**Theorem 4.2.** Let $M \subset \mathbb{C}^n$ be a totally real submanifold of Gevrey class $G^s$. Let $X$ be a compact subset of $M$. If $\dim M = m$ and $ms < n$, then for every $h < \frac{n}{ms}$ and every $N > N_0 = N_0(h)$ there exists a non-constant polynomial $P \in \mathbb{Z}[z_1, z_2, \ldots, z_n]$, $\deg P \leq N$ with coefficients bounded by $\exp(N^h)$, such that

$$\sup \{|P(z)| : z \in X\} < \exp(-N^h). \tag{4.1}$$

This result is similar to the construction of an auxiliary function in transcendental number theory (cf. [41] Proposition 4.10).

The Theorem 4.1 gives some information about polynomially convex hulls of manifolds of Gevrey class. Recall, that the polynomially convex hull $\tilde{X}$ of $X$ consists of all $z \in \mathbb{C}^m$ such that

$$|P(z)| \leq \sup_{\zeta \in X} |P(\zeta)|,$$

for all polynomials $P$. It is well known, that the polynomially convex hull of a pluripolar compact set is pluripolar (this follows immediately from Theorem 4.3.4 in [25]).

We also introduce the notion of Kolmogorov dimension for a compact subset $X \subset \mathbb{C}^n$ (denoted $\mathcal{H}$-dim $X$) with the following properties.

1. $0 \leq \mathcal{H}$-dim $X \leq n$.

2. $\mathcal{H}$-dim $\tilde{X} = \mathcal{H}$-dim $X$. 
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3. \( \mathcal{H} \text{-dim} \bigcup_{j=1}^{m} X_j = \max \{ \mathcal{H} \text{-dim} X_j : j = 1, \ldots, m \} \).

4. If \( D \subset \mathbb{C}^n \) is a domain, \( X \subset D \) and \( \phi : D \to \mathbb{C}^k \) is a holomorphic map, then \( \mathcal{H} \text{-dim} \phi(X) \leq \mathcal{H} \text{-dim} X \).

5. If \( \mathcal{H} \text{-dim} X < n \), then \( X \) is pluripolar.

The main result of this chapter is the following estimate of the Kolmogorov dimension of totally real submanifolds of Gevrey class.

**Theorem 4.3.** Let \( M \subset \mathbb{C}^n \) be a totally real submanifold of Gevrey class \( G^s \). Let \( X \) be a compact subset of \( M \). If \( \dim M = m \) then \( \mathcal{H} \text{-dim} X \leq ms \).

**Remark 4.4.** This estimate is sharp. Similar estimates hold for more general class of CR-manifolds. These issues will be addressed in the forthcoming paper.

We defined the Kolmogorov dimension of \( X \) in terms of \( \varepsilon \)-entropy of traces on \( X \) of bounded holomorphic functions. The definition and basic properties of \( \varepsilon \)-entropy are given in the next Section. In Section 4.3 we discuss the notion of Kolmogorov dimension. The proof of Theorem 4.3 is given in Section 4.4.

### 4.2 The notion of \( \varepsilon \)-entropy

Let \( (E, \rho) \) be a totally bounded metric space. A family of sets \( \{C_j\} \) of diameter not greater than \( 2\varepsilon \) is called an \( \varepsilon \)-covering of \( E \) if \( E \subseteq \bigcup C_j \). Let \( N_\varepsilon(E) \) be the smallest cardinality of the \( \varepsilon \)-covering.

A set \( Y \subseteq E \) is called \( \varepsilon \)-distinguishable if the distance between any two points in \( Y \) is greater than \( \varepsilon \): \( \rho(x, y) > \varepsilon \) for all \( x, y \in Y, x \neq y \). Let \( M_\varepsilon(E) \) be the largest cardinality of an \( \varepsilon \)-distinguishable set.

For a nonempty totally bounded set \( E \) the natural logarithm

\[ \mathcal{H}_\varepsilon(E) = \log N_\varepsilon(E) \]

is called the \( \varepsilon \)-entropy.

The notion of \( \varepsilon \)-entropy was introduced by A. N. Kolmogorov in the 1950's. Kolmogorov was motivated by Vitushkin's work on Hilbert's 13th problem and Shannon's
information theory. Note that Kolmogorov's original definition (see [28]) is slightly different from ours (he used the logarithm to base 2). Here we follow [30].

We will need some basic properties of the $\varepsilon$-entropy.

**Lemma 4.5.** ([28], Theorem IV) For each totally bounded space $E$ and each $\varepsilon > 0$

$$M_{2\varepsilon}(E) \leq N_\varepsilon(E) \leq M_\varepsilon(E) \quad (4.2)$$

**Lemma 4.6.** Let $\{(E_j, \rho_j): j = 1, 2, \ldots, k\}$ be a family of totally bounded metric spaces. Let $(E, \rho)$ be a Cartesian product with a sup-metric, i.e.

$$E = E_1 \times E_2 \times \cdots \times E_k,$$

$$\rho((x_1, x_2, \ldots, x_k), (y_1, y_2, \ldots, y_k)) = \max_j \rho_j(x_j, y_j).$$

Then

$$\mathcal{H}_\varepsilon(E) \leq \sum_j \mathcal{H}_\varepsilon(E_j).$$

**Proof.** Let $\{C_j\}_{j=1}^{N_j}$ be an $\varepsilon$-covering of $E_j$. Then the family

$$\{C_{l_1} \times C_{l_2} \times \cdots \times C_{l_k}: l_j = 1, \ldots, N_j\}$$

is an $\varepsilon$-covering of $E$. \hfill $\square$

We also need upper bounds for $\varepsilon$-entropy of a ball in finite-dimensional $\ell^\infty$ space. Let $\mathbb{R}^n_\infty$ be $\mathbb{R}^n$ with the sup-norm:

$$\|(x_1, x_2, \ldots, x_n)\|_\infty = \max_j |x_j|.$$

**Lemma 4.7.** Let $B_r$ be a ball of radius $r$ in $\mathbb{R}^n_\infty$. Then

$$\mathcal{H}_\varepsilon(B_r) < n \log \left(\frac{r}{\varepsilon} + 1\right).$$

**Proof.** The inequality is obvious for $n = 1$. The general case then follows from Lemma (4.6). \hfill $\square$
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4.3 Kolmogorov Dimension

Let $X$ be a compact subset of a domain $D \subset \mathbb{C}^n$. Let $A^D_X$ be a set of traces on $X$ of functions analytic in $D$ and bounded by 1. So $f \in A^D_X$ if and only if there exists a function $F$ holomorphic on $D$ such that

$$\sup_{z \in D} |F(z)| \leq 1$$

and $f(z) = F(z)$ for every $z \in X$. By Montel's theorem $A^D_X$ is a compact subset of $C(X)$.

The connections between the asymptotics of $\varepsilon$-entropy and the pluripotential theory were predicted by Kolmogorov, who conjectured that in the one dimensional case,

$$\lim_{\varepsilon \to 0} \frac{\mathcal{H}_\varepsilon(A^D_X)}{\log^2 (1/\varepsilon)} = \frac{C(X, D)}{(2\pi)}$$

where $C(X, D)$ is the condenser capacity. This conjecture was proved simultaneously by K. I. Babenko [4] and V. D. Erokhin [14] for a simply-connected domain $D$ and connected compact $X$ (see also [15]). For more general pairs $(X, D)$ the conjecture was proved by Widom [42]. A simplified proof can be found in [18].

In the multidimensional case Kolmogorov asked for a proof of the existence of the limit

$$\lim_{\varepsilon \to 0} \frac{\mathcal{H}_\varepsilon(A^D_X)}{\log^{n+1} (1/\varepsilon)}$$

and a calculation of its explicit value. V. P. Zahariuta [45] showed how the solution of Kolmogorov problem will follow from the existence of the uniform approximation of the relative extremal plurisubharmonic function $u^*_{X,D}$ by multipole pluricomplex Green functions with logarithmic poles in $X$ ("Zahariuta conjecture"). Later this conjecture was proved by Nivoche [34] for a "nice" pairs $(D, X)$. Therefore it is established that for such pairs

$$\lim_{\varepsilon \to 0} \frac{\mathcal{H}_\varepsilon(A^D_X)}{\log^{n+1} (1/\varepsilon)} = \frac{C(X, D)}{(2\pi)^n},$$

where $C(X, D)$ is the relative capacity (see [7]).

The pluripolarity of $X$ is equivalent to the condition $C(X, D) = 0$ ([7]). If $\mathcal{H}_\varepsilon(A^D_X) = o(\log^{n+1} (1/\varepsilon))$ then $X$ is "small" (pluripolar) and the asymptotics of $\varepsilon$-entropy can be used to determine how "small" $X$ is. We will use the function

$$\Psi(X, D) = \limsup_{\varepsilon \to 0} \frac{\log \mathcal{H}_\varepsilon(A^D_X)}{\log \log \frac{1}{\varepsilon}} - 1$$

(4.3)

to characterize the "dimension" of $X$. 
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For a compact subset $X \subset \mathbb{C}^n$ we define the Kolmogorov dimension $\mathcal{K}$-$\dim X = \Psi(X, D)$, where $D$ is a bounded domain containing $X$. A. N. Kolmogorov proposed in [28] to use $\Psi(X, D)$ as a functional dimension of space of holomorphic functions on $X$. The idea to use $\Psi(X, D)$ to characterize the "size" of compact $X$ seems to be new. We proceed to prove that $\Psi(X, D)$ is independent of the bounded domain containing $X$.

**Lemma 4.8.** Let $D \subset \mathbb{C}^n$ be a bounded domain. If $X_1, X_2, \ldots, X_k$ are compact subsets of $D$, then

$$\Psi(\bigcup X_j, D) = \max \Psi(X_j, D).$$

**Proof.** Let $X = \bigcup X_j$. Embeddings $X_j \rightarrow X$ generate a natural isometric embedding $C(X) \rightarrow C(X_1) \times C(X_2) \times \cdots \times C(X_k)$. Restriction of this embedding on $A_X^D$ gives an isometric embedding $A_X^D \rightarrow A_{X_1}^D \times A_{X_2}^D \times \cdots \times A_{X_k}^D$. By Lemma 4.6

$$\mathcal{H}_f^D(A_X^D) \leq \sum_{j=1}^k \mathcal{H}_f(A_{X_j}^D) \leq k \max \mathcal{H}_f(A_{X_j}^D),$$

and the result follows. \qed

For a point $a \in \mathbb{C}^n$ and $R > 0$, we denote $\Delta(a, R)$ the open polydisk of radius $R$ with center at $a$

$$\Delta(a, R) = \{z = (z_1, z_2, \ldots, z_n) : |z_j - a_j| < R, \ j = 1, \ldots, n\}.$$  

The following well known result follows directly from Cauchy's formula.

**Lemma 4.9.** Let $R$ and $r$ be real numbers, $R > r > 0$. Let $a \in \mathbb{C}^n$ and $f$ be a bounded analytic function on the polydisk $\Delta(a, R)$. Then for any positive integer $k$ there exists a polynomial $P_k$ of degree $k$ such that

$$\sup_{w \in \Delta(a, r)} |f(w) - P_k(w)| \leq \frac{1}{R - r} \left(\frac{r}{R}\right)^k \sup_{z \in \Delta(a, R)} |f(z)|. \quad (4.5)$$

**Lemma 4.10.** Let $R$ and $r$ be real numbers, $R > r > 0$. If a polynomial $P$ of degree $k$ satisfies the inequality $|P(w)| \leq A$ for every $w \in \Delta(a, r)$, then for $z \in \Delta(a, R)$ we have

$$|P(z)| \leq A \left(\frac{R}{r}\right)^k. \quad (4.6)$$

**Proof.** Let $Q(\lambda) = P((\lambda(z - a) + a)$. The inequality follows from the application of maximum modulus principle to $Q(\lambda)/\lambda^k$. \qed
Theorem 4.11. Let $X$ be a compact in $\mathbb{C}^n$. If $D_1, D_2 \subset \mathbb{C}^n$ are bounded domains containing $X$, then $\Psi(X, D_1) = \Psi(X, D_2)$.

Proof. Without loss of generality we may assume that $D_1 \subset D_2$. Then $A_X^{D_1} \supset A_X^{D_2}$ and $\Psi(X, D_1) \geq \Psi(X, D_2)$. We establish the special case of two polydisks first. Suppose $D_1 = \Delta(a, r)$ and $D_2 = \Delta(a, R)$, where $R > r > 0$. Choose $r' > 0$ such that $r > r'$ and $X \subset \Delta(a, r')$. Let $\{f_1, f_2, \ldots, f_N\} \subset A_X^{D_1}$ be a maximal $\epsilon$-distinguishable set with $N = M_\epsilon(A_X^{D_1})$. By Lemma 4.9 there exist a positive integer $k$ and polynomials $\{p_1, p_2, \ldots, p_N\}$ of degree $k$ such that

$$\sup_{z \in X} |f_j(z) - p_j(z)| < \epsilon/3 \quad \text{for } j = 1, 2, \ldots, N$$

and $k \leq L \log \frac{1}{\epsilon}$, where $L$ depends only on $R$ and $r'$. Then polynomials $\{p_1, p_2, \ldots, p_N\}$ are $\epsilon/3$-distinguishable. By Lemma 4.10, polynomials

$$q_j = \left(\frac{r}{R}\right)^k p_j$$

are bounded on $D_2$ by 1. There exist positive constants $c, \lambda$, which depend only on $R, r$ and $r'$, but not on $\epsilon$, such that polynomials $\{q_1, q_2, \ldots, q_N\}$ are $\delta$-distinguishable (as points in $A_X^{D_2}$), where $\delta = ce^A$. Hence

$$N_\delta(A_X^{D_2}) \leq M_\delta(A_X^{D_2}) \leq \Psi(X, D_1).$$

If $D_1 = \Delta(a, r)$ and $D_2$ is an arbitrary bounded domain containing $D_1$, then there exists $R > 0$, such that $D_3 = \Delta(a, R) \supset D_2$. In this case the theorem follows from the inequalities

$$\Psi(X, D_1) \geq \Psi(X, D_2) \geq \Psi(X, D_3) = \Psi(X, D_1).$$

Now consider the general case. Let polydisks $\Delta_1, \Delta_2, \ldots, \Delta_s \subset D_1$ form an open cover of $X$. There exist compact sets $X_1, X_2, \ldots X_s$ such that $X_j \subset \Delta_j$ for $j = 1, 2, \ldots, s$ and $\bigcup X_j = X$. Then

$$\Psi(X_j, D_1) = \Psi(X_j, \Delta_j) = \Psi(X_j, D_2), \quad \text{for } j = 1, 2, \ldots, s.$$ 

The theorem follows now from Lemma 4.8.

Example 4.12. Let $X = \overline{\Delta(0, r)}$. Let $R > r$ and $D = \Delta(0, R)$. Kolmogorov [28] (see also [30]) showed that

$$\mathcal{K}_\epsilon(A_X^0) = C(n, r, R) \left(\log \frac{1}{\epsilon}\right)^n + O\left(\left(\log \frac{1}{\epsilon}\right)^n \log \log \frac{1}{\epsilon}\right).$$

Therefore $\Psi(X, D) = n$ and $\mathcal{K}$-dim $X = n$.  
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Theorem 4.13. Let $X$ be a compact subset of $\mathbb{C}^n$. The Kolmogorov dimension $\mathcal{K}$-dim $X$ satisfies the following properties.

1. $0 \leq \mathcal{K}$-dim $X \leq n$.
2. $\mathcal{K}$-dim $\{z\} = 0$.
3. $\mathcal{K}$-dim $\bar{X} = \mathcal{K}$-dim $X$.
4. If $Y \subset X$ then $\mathcal{K}$-dim $Y \leq \mathcal{K}$-dim $X$.
5. If $\{X_j\}$ is a finite family of compact subsets of $\mathbb{C}^n$, then
   \[ \mathcal{K}$-dim $\bigcup_{j=1}^{m} X_j = \max\{\mathcal{K}$-dim $X_j : j = 1, \ldots, m\} \, . \]
6. If $D \subset \mathbb{C}^n$ is a domain, $X \subset D$ and $\phi : D \to \mathbb{C}^k$ is a holomorphic map, then $\mathcal{K}$-dim $\phi(X) \leq \mathcal{K}$-dim $X$.
7. If $\mathcal{K}$-dim $X < n$, then $X$ is pluripolar.

Remark 4.14. Property (5) does not hold for countable unions. There exists a countable compact set $X$ such that $n = \mathcal{K}$-dim $X$ (see Example 4.17). Such set $X$ also provides a counterexample to the converse of (7).

Proof. Properties (4) and (6) follow immediately from the definition. Property (2) follows from Lemma 4.7. Lemma 4.8 implies (5). The inequality $\mathcal{K}$-dim $X \geq 0$ immediately follows from the definition. From (4.8) follows that Kolmogorov dimension of a closed polydisk equal $n$. Therefore (4) implies the second part of (1).

To show (3) consider a Runge domain $D$ containing $X$. Let $W = \bar{X}$. Then $A_X^D$ and $A_X^W$ are isometric, hence $\Psi(X, D) = \Psi(\bar{X}, D)$ and (3) follows.

The property (7) follows from the following theorem and Lemma 4.18. 

Theorem 4.15. Let $X$ be a compact subset of $\mathbb{C}^n$, such that $\mathcal{K}$-dim $X = s < n$. Then for every $1 < h < \frac{n}{s}$ and every $N > N_0 = N_0(h)$ there exists a non-constant polynomial $P \in \mathbb{Z}[z_1, z_2, \ldots, z_n]$, $\deg P \leq N$ with coefficients bounded by $\exp(N^h)$, such that

\[ \sup \{ |P(z)| : z \in X \} < \exp(-N^h) \, . \]

(4.9)
Proof. The result follows from Dirichlet principle. Let \( D = \Delta(0, R) \) be a polydisk containing \( X \). Assume that \( R > 1 \). Let \( \varepsilon = \frac{1}{2} \exp(-2N^h - N \log R - n \log N) \). Choose \( t \) such that \( s < t < \frac{n}{R} \). For large enough \( N \) there exists an \( \varepsilon \)-covering of \( A^D_X \) with cardinality
\[
\exp\left(\log^+\epsilon^{t+1}\right).
\]

Let \( T = [\exp(N^h)] \) (integer part of \( \exp(N^h) \)). There are
\[
M = T^{(N+n)}
\]

polynomials of degree at most \( N \) with coefficients in \( \{1, 2, \ldots, T\} \). Let \( \{p_1, p_2, \ldots, p_M\} \) be a list of all such polynomials. Clearly the polynomial
\[
q_j = \frac{1}{N^n R^N} \exp(N^h)^P_j
\]

belongs to \( A^D_X \). By our choice of \( t \), \( h(t+1) < n+h \), therefore there are more polynomials \( q_j \) than the cardinality of the \( \varepsilon \)-covering, so there are two polynomials, let say \( q_1 \) and \( q_2 \) such that
\[
|q_1(z) - q_2(z)| \leq 2\varepsilon \quad \text{for every } z \in X.
\]

Then \( P = p_1 - p_2 \) satisfies (4.9). \( \square \)

Let \( \mathcal{P}_N \) be the set of all polynomials (with complex coefficients) on \( \mathbb{C}^n \) of the degree \( \leq N \), whose supremum on a unit polydisk \( \Delta(0, 1) \) is at least 1.

**Corollary 4.16.** If \( \mathcal{K} \)-dim \( X = s < n \), then for every \( 1 < h < \frac{n}{s} \) and every \( N > N_0 = N_0(h) \) there exists polynomial \( P \in \mathcal{P}_N \), such that
\[
\sup \{ |P(z)| : z \in X \} < \exp(-N^h).
\] (4.10)

Corollary 4.16 may be used to bound Kolmogorov dimension from below.

**Example 4.17.** Given \( 0 < r < 1 \) and a positive integer \( N \) there exists a finite set \( X_{r,N} \subset \Delta(0, r) \), such that for any polynomial \( P \in \mathcal{P}_N \), the following inequality holds
\[
\max_{z \in X_{r,N}} |P(z)| \geq \frac{1}{2} r^N.
\] (4.11)

For example, if \( \varepsilon = \frac{1-r}{2N} r^N \), then a maximal \( \varepsilon \)- distinguishable subset of \( \Delta(0, r) \) satisfies condition (4.11). Let
\[
X = \bigcup_{k=2}^{\infty} X_{1/k,k}.
\]
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Then $X$ is compact and for any $N > 2$ and $P \in \mathcal{P}_N$
\[
\sup_{z \in X} |P(z)| \geq \max_{z \in X_{1/N,N}} |P(z)| \geq \frac{1}{2} \left( \frac{1}{N} \right)^N.
\]
Therefore by Corollary 4.16 $\mathcal{K}$-dim $X = n$.

To finish the proof of Theorem 4.13 we need the following well-known result.

**Lemma 4.18.** Let $X$ be a compact subset of $\mathbb{C}^n$. If there exists a sequence $\{a_k\}$, $a_k > 0$ and a family of polynomials $P_k \in \mathcal{P}_k$ such that
\[
\sup_{z \in X} |P_k(z)| \leq e^{-a_k}, \quad \text{and}
\]
\[
\lim \frac{a_k}{k} = \infty,
\]
then $X$ is pluripolar.

**Proof.** Let $v_k(z) = \frac{1}{a_k} \log P_k(z)$ and $v(z) = \limsup v_k(z)$. We will show that $v \geq -2/3$ on a dense set. Let $\zeta \in \mathbb{C}^n$ and $0 < \delta < 1$. Suppose that $\Delta(\zeta, R) \supset \Delta(0, 1)$. We will show that there exists a nested sequence of closed polydisks $\Delta_m = \overline{\Delta(w_m, \delta_m)}$ with $\Delta_1 = \overline{\Delta(\zeta, \delta)}$, and an increasing sequence of positive integers $k_1 = 1 < k_2 < \cdots < k_m < \cdots$ such that $v_{k_m} \geq -2/3$ on $\Delta_m$ for $m > 1$. Given $\Delta = \Delta_m = \overline{\Delta(w_m, \delta_m)}$ by Lemma 4.10 for any given $k$ there exists $w \in \Delta$ such that
\[
|P_k(w)| \geq \left( \frac{\delta_m}{R + \delta} \right)^{k}.
\]
Choose $k = k_{m+1} > k_m$ such that
\[
\frac{a_k}{k} \geq 2 \log \frac{R + \delta}{\delta_m}.
\]
Then by (4.14) $v_k(w) \geq -1/2$. Choose $w_{m+1} = w$. Because the function $v_k$ is continuous at $w$, there exists a closed polydisk $\Delta_{m+1} = \overline{\Delta(w_{m+1}, \delta_{m+1})} \subset \Delta_m$ such that $v_k \geq -2/3$ on $\Delta_{m+1}$. Therefore $v \geq -2/3$ on a dense set. By (4.12), $v|_X \leq -1$ and so $X$ is a negligible set. By [7], negligible sets are pluripolar and result follows. \hfill \Box

**Remark 4.19.** This lemma and the converse follow from Theorem 2.1 in [2].
4.4 Manifolds of Gevrey Class

In view of Theorem 4.15 and Theorem 4.13 (6), Theorems 4.2 and 4.1 are corollaries of Theorem 4.3. In this section we prove Theorem 4.3.

Let \( M \subset \mathbb{C}^n \) be an \( m \)-dimensional totally real submanifold of Gevrey class \( G^s \). Let \( X \subset M \) be a compact subset. Fix \( p \in M \). There exist holomorphic coordinates \( (z, w) = (x + iy, w) \in \mathbb{C}^n \), \( x, y \in \mathbb{R}^m \), \( w \in \mathbb{C}^{n-m} \) near \( p \), vanishing at \( p \), real-valued functions of class \( G^s \) \( h_1, h_2, \ldots, h_m \), and complex valued functions of class \( G^s \) \( H_1, H_2, \ldots, H_{n-m} \) such that \( h_j'(0) = h_{j+1}'(0) = \cdots = h_m'(0) = 0 \), \( H_1'(0) = H_2'(0) = \cdots = H_{n-m}'(0) = 0 \), and locally

\[
M = \{(x + iy, w) : y_j = h_j(x), w_k = H_k(x)\}.
\] (4.15)

For a smooth manifold the existence of such coordinates is well known (see, for example [5], Proposition 1.3.8). Note, that functions \( h_j \) and \( H_k \) are defined by Implicit Function Theorem, and so by [29] are of class \( G^s \).

We fix such coordinates and choose \( r \) sufficiently small. In view of Theorem 4.13 (5), it is sufficient to prove Theorem 4.3 for \( X \subset \Delta(p, r) \). Put \( D = \Delta(p, 1) \). To estimate \( \Psi(X, D) \) we will cover \( X \) by small balls, approximate functions in \( \mathcal{A}_X^D \) by Taylor polynomials, and then replace within these polynomials terms \( w^\alpha \) and \( y^\nu \) by Taylor polynomials of functions \( H^\lambda \) and \( h^\nu \). To estimate the Taylor coefficients for powers of functions of Gevrey class we need the following lemma.

Lemma 4.20. If \( f \in G^s(K) \) and \( |f| \leq 1 \) on \( K \), then there exists a constant \( C \) such that for any positive integer \( k \) and any multi-index \( \alpha \) the following inequality holds on \( K \):

\[
|\partial^\alpha f^k| \leq C|\alpha|\left(\frac{\alpha + k - 1}{\alpha}\right)(\alpha !)^s.
\] (4.16)

Recall, that \( \alpha + k = (\alpha_1 + k, \alpha_2 + k, \ldots, \alpha_m + k) \).

Proof. We will argue by induction on \( k \). Because \( |f| \leq 1 \), there exists a constant \( C \), such that

\[
|\partial^\alpha f| \leq C|\alpha| (\alpha !)^s
\]
and (4.16) holds for \( k = 1 \). Suppose (4.16) holds for \( 1, 2, \ldots, k \), then
\[
|\partial^a f^{k+1}| = \left| \sum_{v \in \alpha} \binom{\alpha}{v} \partial^v f \partial^{a-v} f \right| \leq C|a| \sum_{v \leq a} \binom{\alpha}{v} \left( \binom{v + k - 1}{v} (\alpha - v)! \right)^s ((a - v)!)^s
\]
\[
= C|a| \sum_{v \leq a} \binom{v + k - 1}{v} \frac{\alpha! (\alpha - v)! (v!)^{s-1} ((\alpha - v)!)^{s-1}}{\alpha}
\]
\[
\leq C|a| \sum_{v \leq a} \binom{v + k - 1}{v} \alpha! (\alpha)!^{s-1} = C|a| \binom{\alpha + k}{\alpha} (\alpha)!^s
\]

Remark 4.21. The same proof holds for the product of \( k \) different functions, provided that they satisfy the Gevrey class condition (2.1) with the same constant \( C_K \).

Let \( t > s \geq 1 \) and \( N \) be a large integer, which will tend to infinity later. Fix positive \( a < t - s \). Put \( \delta = N^{1-t} \) and \( \epsilon = N^{-a} \). We may cover \( X \) by fewer than \( (1/\delta)^m \) balls of radius \( \delta \). Let \( Q \) be one of these balls and let \( K \) be the set of restrictions on \( Q \) of functions in \( A^D_X \).

We claim that any function \( f \) in \( K \) may be approximated by polynomials in \( x_1, x_2, \ldots, x_m \) of the degree \( \leq N \) with coefficients bounded by \( C^N(N!)^{s-1} \) with error less than \( 2\epsilon \), where the constant \( C \) depends on \( X \) and \( r \) only. Let us show how the theorem follows from this claim. The real dimension of the space of polynomials of the degree \( \leq N \) is \( T = 2(\frac{N+m}{N}) \). Consider in the \( T \)-dimensional space with the sup-norm \( \mathbb{R}_\infty \) the ball \( B \) of a radius \( C^N(N!)^{s-1} \). By Lemma 4.7,
\[
\mathcal{H}_\epsilon(B) \leq 2 \left( \frac{N + m}{N} \right) \log \frac{C^N(N!)^{s-1}}{\epsilon} + 1 = O(N^{m+1} \log N).
\]

By the claim, an \( \epsilon \)-covering of \( B \) generates \( 3\epsilon \)-covering of \( K \), therefore
\[
\mathcal{H}_{3\epsilon}(K) = O(N^{m+1} \log N).
\]

Then by (4.4),
\[
\mathcal{H}_\epsilon(A^D_X) = O \left( \left( \frac{1}{\delta} \right)^m N^{m+1} \log N \right) = O(N^{mt+1} \log N).
\]  
(4.17)

Now we let \( N \) tend to infinity. By (4.17), \( \mathcal{H} \)-dim \( X = \Psi(X, D) \leq mt \). The only restriction imposed on \( t \) so far was \( t > s \). Hence \( \mathcal{H} \)-dim \( X \leq ms \).

It remains to prove the claim. We approximate a function \( f \) in \( K \) in two steps. Consider the Taylor polynomial \( P \) of \( f \) centered at the center of the ball \( Q \) of the degree \( N \).

By Cauchy's formula
\[
\sup_Q |f - P| < \frac{1}{1 - r - \delta} \left( \frac{\delta}{1 - r} \right)^N < \epsilon
\]
for sufficiently large $N$. Suppose $P(z, w) = \sum c_{\lambda \mu \nu} x^\lambda y^\mu w^\nu$. Because $f \in A^D_{X}$, we have $|c_{\lambda \mu \nu}| \leq 1$.

On the next step we approximate $y^\mu$ and $w^\nu$ by the Taylor polynomials of the degree $N$ of $h^\mu$ and $H^\nu$. Let $(x_0, y_0, w_0)$ be the center of the ball $Q$. Let $g$ be one of the functions $h_1, h_2, \ldots, h_m, H_1, H_2, \ldots, H_{n-m}$ and $L \leq N$. Then by the Taylor formula

$$g^L(x_0 + h) = \sum_{|\alpha| \leq N} \delta^\alpha g(x_0) \frac{h^\alpha}{\alpha!} + R_N(x, h).$$

By Lemma 4.20 for $\|h\|_\infty < \delta$

$$|R_N(x, h)| \leq C^{N+1} \delta^N \sum_{|\alpha| = N+1} \left( \begin{array}{c} \alpha + N - 1 \\ \alpha \end{array} \right) (\alpha!)^{L-1}.$$

Therefore $\log |R_N(x, h)| = (s-t+o(1))N \log N$. For sufficiently large value of $N$, $\log |R_N(x, h)| < \varepsilon/2$ and the claim follows.
CHAPTER 5

ORBITS IN MAXIMAL IDEAL SPACE

5.1 Dimension of Orbits

Let $M = G/H$ be a homogeneous manifold and $A$ be an invariant algebra. The group $G$ acts on dual space $A'$ and there exists a homogeneous CR structure on orbits. The maximal ideal space $\mathfrak{M}_A \subset A'$ is $G$-invariant. If $\phi \in \mathfrak{M}_A$, then $G \cdot \phi \subset \mathfrak{M}_A$. The dimension of the orbit $G \cdot \phi \subset \mathfrak{M}_A$ may be larger than $\dim M$.

**Example 5.1.** Let $G = SU(1, 1)$ be Möbius group. Let $M = \partial U$ be a boundary of a unit disk. Let $A$ be a closure in $C(M)$ of an algebra of polynomials. Then $\mathfrak{M}_A = \bar{U}$ and there are two orbits in $\mathfrak{M}_A$: $M$ and $U$.

Theorem 1.2 shows that for totally real invariant algebra $A$ on a homogeneous space $M$ "extra" dimension of an orbit in $\mathfrak{M}_A$ is always compensated by "extra" complex structure.

**Proof of Theorem 1.2.** Without lost of generality we may assume, that the algebra $A$ separates points. Then $A$ is an invariant totally-real algebra.

Let $\phi \in \mathfrak{M}_A$. By [21] Theorem (4.1.6), there exists compact $K \subset M$, such that $\phi \in \mathfrak{M}_{A_K}$, where $A_K$ is a completion of the algebra $A|_K$. It means that the functional $\phi$ has a representing measure $\mu$ supported on $K$ (see [19] section II.2). Let $X \subset M$ be a compact neighborhood of $K$. Then for sufficiently small neighborhood $U$ of the identity element $e \in G$, for every $g \in U$ we have $g \cdot \phi \in \mathfrak{M}_{A_X}$.

Suppose that $n = \dim M$. Choose $s > 1$, such that $ns < n + 1$. For example, we may choose $s = \frac{n+2}{n+1}$. The algebra $A$ is totally-real, which means that for every point $p \in M$ there exist $n$ smooth functions $f_1, f_2, \ldots, f_n \in A^\infty$, such that differentials $df_j(p)$ are $C$-linearly independent. By Lemma 2.7 (see also Remark 2.8) we may choose functions
Suppose that \( m = \dim G \cdot \phi - \text{CR-dim } G \cdot \phi \). As in proof of Lemma 2.10 there exists smooth functions \( f_1, f_2, \ldots, f_m \) with \( \mathbb{C} \)-linear independent differentials \( df_j(\phi) \). Again, we may choose functions \( f_j \) in \( G^S \cap A \).

Because \( X \) is compact, there exists a finite family of functions \( f_1, f_2, \ldots, f_N \in G^S \cap A \) and a neighborhood \( U_X \) of \( X \), such that the following conditions hold.

1. For every \( z \in U_X \), the dimension of the complex linear space spanned by differentials \( df_j(z) \) is \( n \).
2. The dimension of the complex linear space spanned by differentials \( df_j(\phi) \) is \( m \).

Consider a map \( F : \mathcal{M}_A \to \mathbb{C}^N \)

\[
F(\psi) = (f_1(\psi), f_2(\psi), \ldots, f_N(\psi)).
\] (5.1)

Let \( \iota : M \to \mathcal{M}_A \) be the evaluation map. By the choice of \( f_1, f_2, \ldots, f_N \), the map \( \Phi = F \circ \iota \) is a totally real immersion of Gevrey class \( G^S \) of \( U_X \) into \( \mathbb{C}^N \). Adding functions if necessary, we may assume, that \( \Phi \) is an embedding of \( U_X \). By Theorem 4.3, \( \mathcal{K} \)-dim \( \Phi(X) \leq ns < n + 1 \). Let \( U \) be a sufficiently small neighborhood \( U \) of the identity element \( e \in G \), such that for every \( g \in U \) we have \( g \cdot \phi \in \mathcal{M}_A \). By result of S. I. Pinchuk [35], \( \mathcal{K} \)-dim \( F(U \cdot \phi) \geq m \). By the choice of \( U \), \( F(U \cdot \phi) \subset F(\mathcal{M}_A \setminus X) \subset \Phi(X) \). Therefore, by Theorem 4.13, properties (3) and (4)

\[
m \leq \mathcal{K} \text{-dim } F((U \cdot \phi)) \leq \mathcal{K} \text{-dim } \Phi(X) = \mathcal{K} \text{-dim } \Phi(X) \leq ns < n + 1.
\] (5.2)

Hence \( m \leq n \) as claimed.

Let \( A \) be an invariant totally real algebra on a homogeneous manifold \( M = G/H \).

**Corollary 5.2.** Let the homogeneous CR structure on the orbit \( G \cdot \phi \) for \( \phi \in \mathcal{M}_A \) be determined by Lie algebra \( q \), then

\[
\dim \mathbb{C} q \geq \dim \mathbb{R} H.
\] (5.3)

**Proof.** By the definition of homogeneous CR structure

\[
\dim G \cdot \phi - \text{CR-dim } G \cdot \phi = \dim \mathbb{R} G - \dim \mathbb{C} q.
\]

Clearly

\[
\dim \mathbb{R} M = \dim \mathbb{R} G - \dim \mathbb{R} H,
\]

and the claim follows. \( \square \)
Corollary 5.3. There exists a neighborhood $U$ of $M$ in $\mathfrak{M}_A$, such that for every $\phi \in U$, if the homogeneous structure on the orbit $G \cdot \phi$ is determined by Lie algebra $q$, then
\[
\dim_{\mathbb{C}} q = \dim_{\mathbb{R}} H.
\] (5.4)

Proof. This follows immediately from the previous corollary and Lemma 2.10. □

5.2 Rigidity of Lie Algebras

From now on we assume that $M = G/H$ is a bounded symmetric domain. In this section we study invariant CR structures on orbits satisfying (5.4). For a functional $\phi \in A'$ denote $q_\phi$ the Lie algebra defining the homogeneous CR structure on the orbit $G \cdot \phi$. Let $i : M \to A'$ be the evaluation map $i(z) : f \to f(z)$. Put $k = \dim H$. Let $W$ be a neighborhood of $\mathfrak{h}_C$ in the Grassmanian $Gr_k(\mathfrak{g}_C)$ of $k$-dimensional complex subspaces of $\mathfrak{g}_C$. According to Lemma 2.10, there exists a neighborhood $U \subset A'$ of $i(0)$, such that for every $\phi \in U$ with $\dim_{\mathbb{C}} q_\phi = k$ we have $q_\phi \in W$. By the result of R. W. Richardson [36], Proposition 12.2, the algebra $\mathfrak{h}_C$ is rigid with respect to $G$. This means that there exists a neighborhood $W$ of $\mathfrak{h}_C$ in the Grassmanian $Gr_k(\mathfrak{g}_C)$ with the following property: Every complex Lie subalgebra $q$ of $\mathfrak{g}_C$ with $q \in W$ is a conjugate of $\mathfrak{h}_C$, i.e. there exists $s \in G_C$, such that
\[
q = \text{Ad}(s)\mathfrak{h}_C.
\]

Here $G_C \supset G$ is the complexification of $G$. This proves

Lemma 5.4. There exists a neighborhood $U$ of $i(0) \in A'$ with the following property. For every $\phi \in U$ with $\dim_{\mathbb{C}} q_\phi = \dim_{\mathbb{C}} \mathfrak{h}_C$ there exists $s \in G_C$, such that
\[
q_\phi = \text{Ad}(s)\mathfrak{h}_C.
\] (5.5)

5.3 Complex Crown

Consider the complexification $M_C = G_C/H_C$ of the bounded symmetric domain $M = G/H$. Note, that the group $G$ acts on $M_C$. Let $x_0 \in M_C$ and $H_C$ be the isotropy group of $x_0$. Then we may identify $M$ with the orbit $G \cdot x_0 \subset M_C$. The complex structure on $M_C$ induces the homogeneous CR structure on orbits $G \cdot x$ in $M_C$. This structure is universal in the following sense. Let $s \in G_C$ and $x = s \cdot x_0$. The homogeneous CR structure on the orbit $G \cdot x$ is generated by the complex Lie algebra $q = \text{Ad}(s)\mathfrak{h}_C$. The isotropy group
\[
G_x = \{g \in G : g \cdot x = x\} = G \cap sH_C s^{-1}
\]
is the analytic subgroup of $G$ with Lie algebra $\mathfrak{g} \cap \mathfrak{q}$. By (2.2), the isotropy group of $\phi$ in $G \cdot \phi$ also has Lie algebra $\mathfrak{g} \cap \mathfrak{q}$. Therefore the map $F_\phi : G \cdot x \to G \cdot \phi$ given by $F_\phi(g \cdot x) = g \cdot \phi$ is a well-defined surjective CR map.

The complexification $M_C$ is too large for our purpose. For example, in general the isotropy subgroup $G_x$ is not compact. However for $x$ sufficiently close to $x_0$ the isotropy subgroup is compact. The largest connected neighborhood $\Omega$ of $G \cdot x_0$ with the property, that the isotropy subgroup $G_x$ for every $x \in \Omega$ is compact is called the complex crown of $M$. Detailed information about the complex crown and the action of $G$ on the complexification $M_C$ can be found in [1], [9], [17].

We need some basic information on restricted root systems. The book [23] contains all necessary information with complete proofs. Let $\mathfrak{g} = \mathfrak{h} + \mathfrak{m}$ be a Cartan decomposition of the real semisimple algebra $\mathfrak{g}$. Fix a maximal abelian subalgebra $\mathfrak{a}$ of $\mathfrak{m}$. Then there exist a Cartan subalgebra of the form $\mathfrak{t} = \mathfrak{t} + \mathfrak{a}$ of $\mathfrak{g}$. The complexification $\mathfrak{t}_C$ is a Cartan subalgebra of $\mathfrak{g}_C$. Let $\Delta(\mathfrak{g}_C, \mathfrak{t}_C)$ be the corresponding set of roots. Denote $\Delta(\mathfrak{g}, \mathfrak{a}) \subset \mathfrak{a}'$ the set of restrictions of roots on $\mathfrak{a}$. The root space decomposition for $\mathfrak{g}_C$ induces the decomposition
\[
\mathfrak{g} = \mathfrak{a} + \mathfrak{l} + \sum_{\lambda \in \Delta(\mathfrak{g}, \mathfrak{a})} \mathfrak{g}_\lambda, \tag{5.6}
\]
where $\mathfrak{l}$ is the centralizer of $\mathfrak{a}$ in $\mathfrak{h}$. Every $\lambda \in \Delta(\mathfrak{g}_C, \mathfrak{t}_C)$ takes real value on $\mathfrak{a}$, so $\text{ad}(\mathfrak{a})$ are simultaneously diagonalizable over $\mathbb{R}$. The spaces $\mathfrak{g}_\lambda$ are the joint eigenspaces.

The Killing form $\langle \cdot, \cdot \rangle$ on $\mathfrak{a}$ induces a positive definite bilinear form on a dual space $\mathfrak{a}'$, also denoted $\langle \cdot, \cdot \rangle$. For $\lambda \in \mathfrak{a}'$ define $H^\lambda$ by $\langle X, H^\lambda \rangle = \lambda(X)$. The bilinear form on $\mathfrak{a}'$ is defined by $\langle \lambda, \mu \rangle = \langle H^\lambda, H^\mu \rangle$. The restricted root system has the following properties.

1. Restricted roots $\Delta(\mathfrak{g}, \mathfrak{a})$ span the vector space $\mathfrak{a}'$.

2. If $\lambda \in \Delta(\mathfrak{g}, \mathfrak{a})$ then the reflection
\[
\alpha \to \alpha - 2\frac{\langle \alpha, \lambda \rangle}{\langle \lambda, \lambda \rangle} \lambda
\]
preserves the restricted root system $\Delta(\mathfrak{g}, \mathfrak{a})$.

3. For $\lambda, \mu \in \Delta(\mathfrak{g}, \mathfrak{a})$ the number $2\frac{\langle \lambda, \mu \rangle}{\langle \lambda, \lambda \rangle}$ is integer.

For computations it is convenient to consider
\[
h^\lambda = \frac{2H^\lambda}{\langle H^\lambda, H^\lambda \rangle}.
\]
For every reduced root \( \lambda \) there exist bases \( \{E_{1}^{\lambda}, E_{2}^{\lambda}, \ldots, E_{k}^{\lambda}\} \) of \( \mathfrak{g}_{\lambda} \) and \( \{E_{1}^{-\lambda}, E_{2}^{-\lambda}, \ldots, E_{k}^{-\lambda}\} \) of \( \mathfrak{g}_{-\lambda} \), such that for every \( j = 1, 2, \ldots, k \)

1. The vectors \( E_{j}^{\lambda}, E_{-j}^{-\lambda}, h^{\lambda} \) forms an \( \mathfrak{sl}_2 \) triple, i.e.

\[
[h^{\lambda}, E_{j}^{\lambda}] = 2E_{j}^{\lambda}, \quad [h^{\lambda}, E_{-j}^{-\lambda}] = -2E_{j}^{\lambda}, \quad \text{and} \quad [E_{j}^{\lambda}, E_{-j}^{-\lambda}] = h^{\lambda}.
\]

2. The vectors \( X_{j}^{\lambda} = E_{j}^{\lambda} - E_{-j}^{-\lambda} \) are in \( \mathfrak{h} \) and the vectors \( Y_{j}^{\lambda} = E_{j}^{\lambda} + E_{-j}^{-\lambda} \) are in \( \mathfrak{m} \).

Then we have

\[
[X_{j}^{\lambda}, Y_{j}^{\lambda}] = 2h^{\lambda}, \quad [h^{\lambda}, X_{j}^{\mu}] = \mu(h^{\lambda})Y_{j}^{\mu}, \quad \text{and} \quad [h^{\lambda}, Y_{j}^{\mu}] = \mu(h^{\lambda})X_{j}^{\mu} \quad (5.7)
\]

We need the following elementary fact about the complex crown. Let \( \omega \ni 0 \) be an open set in \( \alpha \) defined by

\[
\omega = \left\{ \xi \in \alpha : |\lambda(\xi)| < \frac{\pi}{2} \text{ for all } \lambda \in \Delta(\mathfrak{g}, \alpha) \right\}. \quad (5.8)
\]

The complex crown is defined by \( \Omega = G \exp(i\mathfrak{h}) \cdot x_0 \).

We can summarize this discussion as follows.

**Proposition 5.5.** There exists a neighborhood \( U \) of \( i(0) \in \mathfrak{a}' \) with the following property. For every \( \phi \in U \) with \( \dim_{\mathbb{C}} q_{\phi} = \dim_{\mathbb{C}} H_{\mathfrak{c}} \), there exist \( \xi \in \omega \) and a surjective CR map \( F_{\phi} : G \exp(i\xi) \cdot x_0 \to G \cdot \phi \). The map \( F_{\phi} \) is a local isomorphism.

**Proof.** Choose \( U \) in Lemma (5.4), such that \( s \cdot x_0 \in \Omega \). Then \( s \cdot x_0 = g_0 \exp(i\xi) \cdot x_0 \), where \( g_0 \in G \) and \( \xi \in \omega \). Put \( F_{\phi}(g \exp(i\xi) \cdot x_0) = g g_0^{-1} \cdot \phi \). As above, the map \( F_{\phi} \) is a well-defined surjective CR map. Because \( \dim G \cdot \phi = \dim G \exp(i\xi) \cdot x_0 \), this map is a local isomorphism. \( \square \)

### 5.4 Levi Form and Holomorphic Extension

In this section we are using the Boggess-Polking theorem on holomorphic extension of CR functions to show that every CR function on \( G \cdot \exp(i\xi) \cdot x_0 \) for regular \( \xi \) extends to a holomorphic function on an open set \( G \cdot \exp(iW) \cdot x_0 \), where \( W \subset \alpha \) and \( \xi \in W \).

Let \( (S, \mathcal{V}) \) be a CR manifold. Recall, that \( \mathcal{V} \) is a subbundle of the complexified tangent bundle \( \mathcal{C}T(S) \). For \( p \in S \), let

\[
\pi_p : \mathcal{C}T_p(S) \to \mathcal{C}T_p(S) / (\mathcal{V}_p \oplus \overline{\mathcal{V}}_p)
\]

be the projection map.
Definition 5.6. The intrinsic vector-valued Levi form of $S$ at a point $p$ is the map

$$L_p : \mathcal{V}_p \to \mathbb{C}T_p(S) / (\mathcal{V}_p \oplus \overline{\mathcal{V}}_p)$$

defined by

$$L_p(Z_p) = \frac{1}{2i} \pi_p [\overline{Z}, Z],$$

where $Z \in \mathcal{V}$ is an arbitrary extension of $Z_p$ to a vector field.

Simple computations (see [8], section 10.1) show that $L_p$ is a well-defined real valued form.

Lemma 5.7. On a homogeneous CR manifold $(G/H, q)$, where $H$ is the isotropy group of $p$, the intrinsic Levi form at $p$ is the map

$$L_p : q \to g / (g \cap (q + \overline{q}))$$

given by

$$L_p(Z) = -\frac{1}{2i} \pi_p [\overline{Z}, Z],$$

(5.9)

where $Z \in q$, and the bracket $[\overline{Z}, Z]$ is the Lie algebra bracket operation.

Proof. Let $Z = X + iY$, where $X, Y \in g$. Extend $X$ and $Y$ to the right-invariant vector fields $\tilde{X}$ and $\tilde{Y}$ on $G/H$. Then $\overline{Z}$ is in $\mathcal{V}$ and formula follows from $[\tilde{X}, \tilde{Y}]_p = -[X, Y]$ (see [23], Lemma 3.5, Chapter II).

If $S$ a CR submanifold of a Hermitian manifold $X$ then it is more convenient to work with the extrinsic Levi form. Recall, that the complex tangent space $H_p(S)$ is the real part of $\mathcal{V}_p$. If $J$ is the complex structure on $X$, then $H_p(S) = T_p(S) \cap JT_p(S)$. Let $X_p(S)$ be the orthogonal complement of $H_p(S)$ in $T_p(S)$. Let $\pi_p : T_p(S) \to X_p(S)$ be the orthogonal projection. Let $N_p(S)$ be the orthogonal complement to $T_p(S)$ in $T_p(X)$.

Definition 5.8. The extrinsic vector-valued Levi form of $S$ at a point $p$ is the map

$$\hat{L}_p : \mathcal{V} \to N_p(S)$$

given by

$$\hat{L}_p(Z_p) = -J\pi_p \left( \frac{1}{2i} [\overline{Z}, Z] \right).$$

\[ A \text{ Hermitian manifold is a complex manifold with a Riemannian metric that preserves the complex structure.} \]
**Definition 5.9.** The *Levi cone* $\Gamma_p$ is the convex hall of the image of $\tilde{L}$ in $N_p(S)$. Clearly $\Gamma_p$ is a convex cone.

**Definition 5.10.** An analytic disc in $X$ is a continuous map $T : \overline{U} \to X$ which is holomorphic on $U$. We say that the disc $T$ attached to a manifold $S \subset X$ if $T$ maps the circle $\partial U$ to $S$.

The Bogges-Polking theorem asserts, that if the Levi cone $\Gamma_p \subset N_p(S)$ has non-empty interior, then for every smaller cone $\Gamma \subset \Gamma_p$ there exist a neighborhood $\omega$ of $p$ and a wedge $W$ with a tangent cone $\Gamma$ such that each point in $W \cap \omega$ is contained in the image of an analytic disc attached to $S$. Locally we may identify $X$ with $\mathbb{C}^n$ and consider the wedge $S + \Gamma$.

To apply this result for an orbit $G \exp(i\xi) \cdot x_0$ in the complex crown $\Omega$, we need to find the Levi cone. We are using notations from Section 5.3. Let $a = \exp(i\xi)$. By homogeneity it is enough to find the Levi cone at $x = a \cdot x_0$. Choose an ordering on the set of restricted roots, such that $\lambda(\xi) > 0$ for every positive root $\lambda$. Such ordering is not unique if $\lambda(\xi) = 0$ for some root $\lambda$. Let $\Delta^+(g, a)$ be the set of all positive roots. Computations in [17], Section 10.4, shows that for $\xi \in \omega$, the homogeneous CR structure on $G \cdot x_0$ is generated by complex Lie algebra spanned by vectors $Z^\lambda_j = \text{Ad}(a)Y^\lambda_j = \cos\lambda(\xi)Y^\lambda_j + i\sin\lambda(\xi)X^\lambda_j$, where $\lambda \in \Delta^+(g, a)$. By Lemma 5.7 we have

$$\tilde{L}(Z^\lambda_j) = -2\cos\lambda(\xi)\sin\lambda(\xi)iH^\lambda.$$  \hspace{1cm} (5.10)

By (5.8), $0 \leq \lambda(\xi) < \frac{\pi}{2}$. Hence, Levi cone contains vectors $-iH^\lambda$ for all $\lambda \in \Delta(g, a)$, such that $\lambda(\xi) > 0$.

**Definition 5.11.** A vector $\xi \in a$ is called *regular*, if $\lambda\xi \neq 0$ for all $\lambda \in \Delta(g, a)$. The set of regular vectors is a complement to a finitely many hyperplanes.

**Lemma 5.12.** Let $M = G/H$ be a bounded symmetric domain. Let $\mathfrak{g}$ be a Lie algebra of $G$. Let $\mathfrak{g} = \mathfrak{h} + \mathfrak{m}$ be a Cartan decomposition and let $\mathfrak{a}$ be a maximal abelian subalgebra in $\mathfrak{m}$. Suppose that $\xi \in \omega$ is a regular vector. Let $W$ be the Weyl group. Let $L = \mathfrak{a}$ be the interior of the convex hull of $W \cdot \xi$ in $\mathfrak{a}$. Then for each smooth CR function on $S = G \cdot \exp(i\xi)$ there exist a unique function $F$ holomorphic on $G \cdot L$ and continuous on $G \cdot L \cup S$, with $F = f$ on $S$.

**Proof.** For a regular vector $\xi \in \omega$ the Levi cone $\Gamma_p(S)$ at $p = \exp(i\xi) \cdot x_0$ contains $-iH^\lambda$ for every $\lambda \in \Delta^+(g, a)$. By Bogges-Polking Theorem there exists a unique holomorphic
extension $F$ of $f$ on some wedge $G \cdot W$. Each of this functions $F$ is holomorphic on the holomorphic hull of $G \cdot W$. By Theorem 6.3.1 in [17] (see also [9]) this hull contains $G \cdot L$. 

We now return to the study of the maximal ideal space $\mathcal{M}_A$ of an invariant algebra on a bounded domain. Suppose that $\mathcal{M}_A \neq i(M)$, where $i$ is the evaluation map. Choose a neighborhood $U$ of $i((0)$ as in Proposition 5.5. By the Shilov Idempotent Theorem, the maximal ideal space is connected. Therefore there exist $\phi \in U \cap \mathcal{M}_A$ such that $\phi \ni i(M)$. Then there exists $\xi \in \omega$ and a CR map from $G \exp(i\xi) \cdot x_0$ onto $G \cdot \phi$. Suppose, that $\xi$ is regular. For every $f \in A$, the function $\tilde{f} = f \circ F$ is a CR function on $G \exp(i\xi) \cdot x_0$. By Lemma 5.12, the function $\tilde{f}$ has the holomorphic extension on a neighborhood $W$ of $G \cdot x_0$ in the complex crown $\Omega$. The map $F$ can be extended to a map $W \rightarrow \mathcal{M}_A$ by

$$F(x) : f \rightarrow \tilde{f}(x).$$

This map is a locally one-to-one. Under these assumptions the maximal ideal space contains a manifold of the dimension $2 \dim M$. Theorem 4.3 shows that this is the maximal possible dimension of the maximal ideal space. The author is unaware of any examples of the point-separating subalgebras of $C(M)$, not necessary invariant, having such large maximal ideal space. However, the author failed to prove that such subalgebras does not exist.

It is still an open problem, if the Rudin's classification of invariant algebras on the unit ball [38] can be extended to bounded symmetric domains, or is it the artifact of the rank-one case.
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