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ABSTRACT

RING CURRENT - ATMOSPHERE INTERACTIONS MODEL WITH STORMTIME MAGNETIC FIELD

by

ALEXANDER EMILOV VAPIREV
University of New Hampshire, September, 2007

An improved version of the ring current-atmosphere interactions kinetic model (RAM) is presented in this thesis. The recent stormtime empirical model T04s and the IGRF model are used to represent the Earth's external and internal magnetic fields respectively. Particle drifts, losses due to charge exchange with geocoronal hydrogen and atmospheric losses are included in the model as they are considered the main mechanisms of ring current development and its following decay. A numerical technique for bounce-averaging along the field lines is introduced and results for the calculated bounce-averaged hydrogen densities and magnetic gradient-curvature drift velocities (general case) for the moderate storm of April 21-25, 2001, are presented. A comparison in the calculations between T04s and a dipole field shows that the bounce-averaged hydrogen density for T04s differs with ~ 5% from that for a dipole field for quiet time and it may become 30% smaller for disturbed conditions on the nightside for \( L > 4 \). The gradient-curvature velocities for T04s at large \( L \)-shells are ~ 20% higher on the nightside and 20% lower on the dayside than those for a dipole field for quiet time. For disturbed conditions they are respectively ~ 200% higher and 20% lower than the dipole values. The contribution of the cross-B term to the magnetic drift is ~ 5%. Results for the time evolution of the trapped equatorial flux for \( H^+ \), \( \text{He}^+ \), and \( \text{O}^+ \) ions for various particle energies and pitch angles obtained by the new model with a non-dipole field (RAM-ND) are presented. The new computations for the April 2001 storm...
using a Volland-Stern convection model show a slight continued increase in the flux and the total ring current energy for the three ion species even after the storm main phase. A higher increase in the flux is observed towards the dusk side for the RAM-ND model compared to RAM due the difference in the charge exchange rates and the azimuthal drifts for the two different geomagnetic field configurations. Both models give similar values for the low energy ion fluxes. The high energy component of the ion flux for large pitch angles for RAM-ND has more strongly expressed dominance during the storm recovery phase. The increase in the O$^+$ flux after the storm minimum $D_{st}$ given by RAM-ND, indicates a continuous several hour activity of the various ionospheric sources during stormtime, leading to the accumulation of energetic O$^+$. The contribution of He$^+$ to the total ring current is about 4%. The total ring current energy using RAM-ND is reduced by $\sim 30\%$ compared to RAM. The results obtained by the RAM-ND model confirm recent calculations by other models and they are consistent with previous satellite measurements. The energy spectra of the calculated spin averaged ion flux is compared with Polar/CAMMICE-MICS data few hours before the $D_{st}$ minimum. The flux profile dependence on the L-shell value is studied at the midnight-dusk and at the prenoon side. Both RAM-ND and RAM fluxes predict the measurements beyond 3 $R_E$ reasonably well with the RAM-ND model performing slightly better than RAM in the mid-energy range. At lower L-shells the measured low energy flux does not have a well expressed minimum, while the modeled fluxes for both models have deep and broad minima. The dip in the modeled flux profiles at all L-shells is shifted towards higher energies compared to the dip in the data. The minima shift for RAM-ND is smaller than the minima shift for RAM in most of the cases. An approximate calculation of the perturbation in the $D_{st}$ due to the change in the total stormtime ring current energy content is presented. The depression in the $D_{st}$ for RAM-ND is about two times smaller than the change predicted by RAM due to the smaller total energy for RAM-ND.
Chapter 1

Introduction

Conditions on the sun, in the solar wind and Earth’s space environment often can influence the performance and reliability of spacecrafts and ground-based systems. This is referred to as Space Weather (Figure 1-1, after Lanzerotti [2003]). Magnetic storms, a major part of space weather, develop when the coupling of the solar wind to the magnetosphere becomes strong and prolonged and the geomagnetic activity becomes intense. The thresholds and driving parameters, namely the duration $\Delta T$ of the main phase of the event, the southward Interplanetary Magnetic Field (IMF) $B_z$ component, and the stormtime index $Dst$, could then be as follows [Gonzalez et al., 1994]:

<table>
<thead>
<tr>
<th>Storm strength</th>
<th>$Dst$ [nT]</th>
<th>$B_z$ [nT]</th>
<th>$\Delta T$ [h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Great</td>
<td>$&lt;-100$</td>
<td>$&lt;-10$</td>
<td>$&gt;3$</td>
</tr>
<tr>
<td>Intense</td>
<td>$-100$</td>
<td>$-10$</td>
<td>3</td>
</tr>
<tr>
<td>Moderate</td>
<td>$-50$</td>
<td>$-5$</td>
<td>2</td>
</tr>
<tr>
<td>Small (typical substorm)</td>
<td>$-30$</td>
<td>$-3$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1.1: Storm classification according to the duration $\Delta T$ of the main phase of the event, the southward Interplanetary Magnetic Field (IMF) $B_z$ component, and the stormtime index $Dst$.

The largest storms are often related to Coronal Mass Ejections (CME) from the Sun [e.g., Gosling et al., 1991]. In these cases, the related enhancements of solar wind velocity accompanied by southward IMF direction result into interplanetary shocks (IPS) (see Figure 1-2).

The enhancement of the ring current is an essential element of all geomagnetic storms.
It consists [e.g., Frank, 1967] of geomagnetically trapped 10-200 keV ions (mainly H\(^+\), He\(^+\), and O\(^+\)) and electrons that drift azimuthally around the Earth at radial distances of about 2 — 7 \(R_E\) (Earth radii), overlapping the radiation belt region. The drift is a combined curvature and gradient drift which is eastward for electrons and westward for ions, i.e., the direction of the current is westward (Figure 1-3).

According to the classical substorm injection hypothesis, the ring current is enhanced via energization and injections of plasma sheet particles from the tail towards the inner magnetosphere during substorms, which are typical for storm times. Depending on the solar wind driving, the plasma sheet can become superdense (up to 10 cm\(^{-3}\)) [Borovsky et al., 1997], heated (temperatures of >10 keV in the near Earth region, rather than 5 — 8 keV), and enriched in ionospheric ions [Young et al., 1982; Moore and Delcourt, 1995; Fu et al., 2001]. The energy density in the plasma sheet, in general, is higher during magnetic storms than quiet times [e.g., Nose et al., 2001], but it is also highly variable, modulating the relative geoeffectiveness of comparable southward IMF intervals even within a single magnetic storm [Jordanova et al., 1998, 2003a; Liemohn et al., 2001a; Kozyra et al., 2002]. Unusual populations are sometimes seen, such as plasma with characteristics resembling low latitude boundary layer (LLBL) plasma moving along open drift paths into the inner magnetosphere near midnight [Kozyra et al., 1998]. The storm time enhancement of the plasma sheet ion population contributes significantly to the ring current buildup [Jordanova et al., 1998].

Since ions in the energy range 10-200 keV are responsible for the majority of the ring current energy content (and thus \(D_{st}\) variation), most of the ring current forms through convective transport from the inner plasma sheet. A strong correlation between geosynchronous plasma sheet density at midnight and minimum \(D_{st}\) [Jordanova et al., 1998, 2003a; Thomsen et al., 1998] supports this viewpoint. Further, Nose et al. [2001] infer that
the plasma sheet is the dominant source for the ring current based on the similarity in composition of the inner plasma sheet and outer ring current regions.

The convection within the magnetosphere is driven by interaction with the solar wind. During periods of southward interplanetary magnetic field (IMF), reconnection on the dayside sweeps magnetic flux to the magnetotail, creating a pressure gradient that drives plasma back toward the sun (Figure 1-4). This convection strength has been correlated to the solar wind motional electric field \( E_y \) and the electric potential difference across the high latitude ionosphere \[e.g., \text{Reiff et al., 1981}\]. Several studies have correlated \( E_y \) with the decrease in \( Dst^* \) \[\text{Burton et al., 1975; Akasofu, 1981}\], and later \text{OBrien and McPherron [2000]} demonstrated that additional correlation exists between \( E_y \) and \( Dst^* \) recovery. This is consistent with the fact that ion outflow through the dayside magnetopause has been shown by kinetic ring current models \[\text{Takahashi et al., 1990; Ebihara and Ejiri, 1998; Liemohn et al., 1999; Jordanova et al., 2003a}\] to be a major ring current loss process during the main phase of intense magnetic storms. The time scale for ion loss due to these drifts is proportional to the convection electric field and thus to the interplanetary dawn-to-dusk electric field.

\text{Jordanova et al. [1998]} showed that the most important loss process due to collisions is charge exchange with exospheric hydrogen, resulting in high energy neutral atoms (ENA) and low energy protons. Their conclusions agree with Monte Carlo simulations of a great geomagnetic storm by Noël \[1997\]. A direct measurement confirming the difference in character between globally-averaged main and recovery phase ring current losses during a major magnetic storm was provided using ENA observations by the Polar spacecraft \[\text{Jorgensen et al., 2001}\]. The globally averaged loss rates during the late recovery phase were consistent with charge exchange as the loss mechanism; however, during the main phase, these losses (through ENA observations) were well in excess of charge exchange losses.
Given a relatively long main phase, plasma sheet ions moving on open drift paths into the inner magnetosphere are not captured on closed drift paths but move through to the dayside magnetopause and are lost. During such events, the ring current is highly asymmetric [e.g., Takahashi et al., 1990; Jordanova et al., 1999] with up to 90% of the energy owing along open drift paths in the main phase [Liemohn et al., 2001a; Kozyra et al., 2002]. In situ measurements are consistent with this asymmetry [e.g., Frank, 1970; de Michelis et al., 1997a; Grafe, 1999]. One of the first great achievements of energetic neutral atom (ENA) imaging was the experimental confirmation of this asymmetry [Roelof, 1987; Henderson et al., 1997; Pollock et al., 2001; Mitchell et al., 2001; Reeves and Spence, 2001]. In fact, the images in Mitchell et al. [2001] capture the conversion of open to closed drift paths (asymmetric to symmetric ring current) during a step-like transition to northward IMF $B_z$ in the main phase of a large magnetic storm. Energetic (tens of keV) $O^+$ has been observed in front of the bow shock (seen out to $200 R_E$ upstream) during storm events [Christon et al., 2000; Posner et al., 2002], indicating that the ring current is owing out the dayside magnetopause at these times. The upper atmosphere also provides evidence for a partial ring current during storms, with [Craven et al., 1982] showing that stable auroral red (SAR) arcs are primarily limited to the dusk-to-midnight sector. In their review of SAR arcs, Kozyra et al. [1997] concluded that the Coulomb interaction between the thermal electrons and the ring current is responsible for the magnetospheric heat flux that produces SAR arcs. Numerical simulations, [Jordanova et al., 1999; Liemohn et al., 2000] showed that the local time asymmetry of the partial ring current matches the SAR arc observations.

The objective of this thesis is to model the behaviour of the ring current with the existing global ring current-atmosphere interactions model (RAM) [Jordanova et al., 1997, 2003a] coupled with a non-dipole magnetospheric field model. The first version of the RAM code uses a magnetic dipole to represent the Earth's magnetospheric field. Although the RAM
model has been quite successful in modeling the ring current environment for a variety of geomagnetic storms, approximating of the Earth’s field with a magnetic dipole could yeald inaccurate results for the behaviour of the ring current during large storms. For large geomagnetic disturbances, the field lines are strongly deformed and significantly differ from a magnetic dipole. In the present study we use the recent storm-time T04s empirical magnetic field formulation, which describes well the magnetospheric configuration for both quiet and disturbed conditions [Tsyganenko, 2002a,b; Tsyganenko et al., 2003; Tsyganenko and Sitnov, 2005].

The physical processes involved in the development and the decay of the ring current are described in Chapter 2. In Chapter 3 we describe the theoretical approach of the kinetic model (RAM) developed by Jordanova [1995] and the changes which have been made in order to incorporate a non-dipole geomagnetic field model into it, considering losses only due to charge exchange. The details of the numerical techniques are discussed in Chapter 4. The time evolution of the ring current H+, He+ and O+ distribution functions for moderate and large geomagnetic storms, are presented in Chapter 5. A summary of the results obtained with the present version of the RAM model updated for non-dipole magnetic field (RAM-ND) and suggestions for future work are given in Chapter 6.
Figure 1-1: Schematic representation of the impact of Earth's magnetosphere and atmosphere on telecommunication and navigation systems and electrical power grids.
Figure 1-2: $Dst$ index for the geomagnetic storm of 24-26 September, 1998. The sudden storm commencement peak is right before the main phase of the storm.

Figure 1-3: Trapped particles
Figure 1-4: Southward IMF reconnecting on the dayside with the Earth's magnetic field.
CHAPTER 2

ORIGIN AND DEVELOPMENT OF THE

TERRESTRIAL RING CURRENT

2.1 General Structure of the Ring Current

The basic idea about the structure and the shape of the ring current is that of a toroidal-shaped inhomogeneous electric current that flows westward around the Earth at geocentric distances between $\sim 2 R_E$ and $\sim 9 R_E$ (Figure 2-1). The ring current consists of geomagnetically trapped charged particles, gyrating around the magnetic field lines because of the Lorentz force and also experiencing drift motions due to the gradient and curvature of the magnetic field [e.g., Roederer, 1970]. The collective motion is an azimuthal drift for the trapped particles: electrons move eastward and most ions (with energies above a relatively low threshold [e.g., de Michelis and Orsini, 1997b] move westward. This charge transport results in a ring current. Figure (2-2) shows the basic motions of charged particles in the presence of a magnetic field: the gradient drift motion, the curvature drift motion and the gyration [e.g., Roederer, 1970].

The elementary currents $j_{v}, j_{C}, j_{G}$ resulting from these motions can be expressed in terms of the particle pressure components, namely $P_{\perp}$ and $P_{\parallel}$, perpendicular and parallel to the magnetic field [Parker, 1957]. The current due to particle drift driven by the magnetic
field gradient is:

\[ j_v = P_\perp \frac{\mathbf{B} \times \nabla B}{B^3} \]  

(2.1)

The current due to particle drift driven by the magnetic field curvature is given as:

\[ j_C = \frac{P_\parallel}{B^4} \mathbf{B} \times (\mathbf{B} \cdot \nabla)\mathbf{B} \]  

(2.2)

and the current due to gyro-motion within the particle distribution is:

\[ j_G = \frac{\mathbf{B}}{B^2} \times \left[ \nabla P_\perp - \frac{P_\perp}{B} \nabla B - \frac{P_\perp}{B^2} (\mathbf{B} \cdot \nabla)\mathbf{B} \right] \]  

(2.3)

The three terms on the right side of Equation (2.3) represent currents due to the particle pressure gradient, the magnetic field gradient, and the magnetic field line curvature, respectively. The drift and gyration terms driven by the magnetic field gradient are equal and opposite (Equations 2.1 and 2.3), and thus the total current does not depend on gradients of the magnetic field:

\[ j = j_v + j_C + j_G = \frac{\mathbf{B}}{B^2} \times \left[ \nabla P_\perp + \frac{P_\parallel}{B^2} (\mathbf{B} \cdot \nabla)\mathbf{B} \right] \]  

(2.4)

In the case of an isotropic distribution \( P_\parallel = P_\perp \), the magnetic field gradient plays no role in the current buildup and the total current depends only on the pressure gradient.

The quiet time ring current population is distributed over distances with the L parameter ranging from \( \sim 2 \) to \( \sim 9 \) and with an average current density of \( \sim 1 - 4 \) nA/m\(^2\) [e.g., Lui and Hamilton, 1992; de Michelis and Orsini, 1997b]. The storm time ring current density increases over its whole radial extent and may exceed values of \( \sim 7 \) nA/m\(^2\) [e.g., Lui et al., 1987].

Dessler and Parker [1959] and later Sckopke [1966] showed theoretically that the distur-
bance $\Delta B$ of the equatorial surface geomagnetic field during magnetic storms is proportional to the energy of the ring current particles (the Dressler-Parker-Sckopke relation):

$$\frac{\Delta B}{B_0} = \frac{2E}{3E_m}$$

Here $B_0 \approx 30000$ nT is the average surface geomagnetic field intensity at the magnetic equator, $E$ is the total energy of the ring current particles and $E_m = B_0^2 R_E^3 / 3 \approx 10^{19}$ J, is the energy of the Earth's dipole field above the Earth's surface [Carovillano and Siscoe, 1973].

The generalized Dressler-Parker-Sckopke relation considers terms from internal and boundary sources:

$$\frac{B_D}{B_0} = \frac{2E + M - \int \mathbf{R} \cdot \mathbf{n} d\sigma}{3E_m}$$

where $B_D$ is the decrease in field due to the combined magnetic field from all sources and $M = \int B_D^2 / 2 \mu_0 dv$ is a volume integral and represents the total magnetic energy inside the magnetosphere. The unit vector $\mathbf{n}$ is the normal pointing outward, and $\mathbf{R}$ is given as:

$$\mathbf{R} = \left( p + \frac{B^2}{2\mu_0} \right) \mathbf{r} + \rho (\mathbf{V} \cdot \mathbf{r}) \mathbf{V} - \frac{(\mathbf{B} \cdot \mathbf{r}) \mathbf{B}}{\mu_0}$$

Here $p$ is the thermal pressure, $\mathbf{r}$ is the radius vector from the center of the Earth, $\rho$ is the mass density of the solar wind in the plasma mantle, $\mathbf{V}$ is the flow velocity of the mantle plasma, and $\mathbf{B}$ is the total magnetic field vector. The pressure in (7) is assumed to be isotropic.

The general location and the main driving mechanisms of the ring current have been established through observations and theoretical work. The existence of the ring current was confirmed by spacecraft measurements and it was shown that this current system is a permanent element of the Earth's magnetosphere. Frank [1967] showed that the ring
current is dominated by ions (mostly protons) with energies of ~50 keV. In the 1970s the
development of better space mass-spectrometer instruments made it possible to distinguish
between the different ion species [Shelley et al., 1972]. The detailed composition and energy
of the ring current, however, were not clarified until the Active Magnetospheric Particle
Tracer Explorer (AMPTE) mission of the late 1980s (Section 2.3.1).

2.2 Measurements

During the past few decades there have been numerous experimental ring current related
studies based on ground and space measurements. Two of the most successful spacecraft
missions, in regard to ring current measurements, were the AMPTE and CRRES satellites.

The Charge Composition Explorer (CCE), one of the three AMPTE spacecraft, carried
on board the charge-energy-mass (CHEM) spectrometer. CHEM was an advanced compo­sition spectrometer which was used to identify missing elemental and charge composition
in the range of a few keV to a few hundred keV through a combination of measurement
techniques [Gloeckler et al., 1985]. Statistical studies of the ion population in the inner
magnetosphere [Daglis et al., 1993] and case studies [Krimigis et al., 1985; Hamilton et al.,
1988] were used to resolve the relative contribution of the various ion species to the quiet
time and storm time ring current.

Figure (2-3) [Daglis et al., 1993] shows the accumulated percentage of the ion energy
density at geosynchronous orbit (the outer ring current) as a function of the ion energy.
The data shown are for geomagnetically quiet times (left panel) and for geomagnetically
disturbed times (right panel). The curves represent averaged data over two and a half years
of measurements by the CHEM instrument onboard AMPTE/CCE. Plotted are curves for
the total energy density as well as the energy density of the four main ring current ion species
\((H^+, O^+, He^{++}, He^+)\). An important fact is that the most part of the total measured ion
energy density is within the energy range of about 10 keV to 100 keV. Also, the H$^+$ is the dominant ion species, while the contribution due to O$^+$ ions increases from about 6% to 21% during storm times. The data was averaged over all local times and over all types of events (i.e. storms and substorms) with auroral electrojet (AE) indices AE < 30 nT (quiet times) and AE > 700 nT (active times). This averaging smoothens out the very active events (i.e. intense storms). Previous studies indicated that about 5% of the current energy density resides at energies > 300 keV [Williams, 1987].

The data from the CHEM instrument onboard the AMPTE/CCE mission, showed that during geomagnetically quiet times, the ring current is dominated by H$^+$ ions with a negligible contribution of some heavier ions. AMPTE operated during solar minimum and the February 1986 intense magnetic storm was the only one to be observed [Hamilton et al., 1988]. During this storm period the O$^+$ population increased and became the dominant ion species around the peak of the storm. Hamilton et al. [1988] estimated that the contribution of O$^+$ ions reached 47% of the total energy density for distances with $L = 3 - 5$ (the inner ring current), compared with 36% for the H$^+$. For $L = 5 - 7$ (the outer ring current), the peak of the O$^+$ contribution was found to be around 31%, and the contribution of H$^+$ ions was about 51% around the storm maximum.

The second spacecraft mission for conducting in situ ring current observations was the Combined Release and Radiation Effects Satellite (CRRES), which operated during 1990 – 1991, i.e., around solar maximum. CRRES carried on board the Magnetospheric Ion Composition Spectrometer (MICS) [Wilken et al., 1992] which was also capable of gathering information about the composition of the ring current ions in the energy range between a few tens of keV to a few hundred keV. The CRRES/MICS observations of a number of moderate and large geomagnetic storms showed that the ring current properties observed by CCE/CHEM during the February 1986 storm [Hamilton et al., 1988] are very similar.
Later Daglis [1997] showed that for larger storms (as given by the $D_{st}$ index) the $O^+$ contribution to the ring current is bigger than the $H^+$ contribution. Also, Daglis [1997] showed that the magnitude of the $D_{st}$ index and the $O^+$ contribution to the ring current increase concurrently. This feature was observed in all moderate to large storms during 1991, and it was also noticed in the February 1986 storm [Hamilton et al., 1988].

The time profiles of both $O^+$ and $H^+$ ion contribution to the total ring current energy density ($L = 5-6$) are shown in Figure (2-4) together with the corresponding $D_{st}$ index for the storm period of June 4 – 5, 1991 [Daglis et al., 1999b]. In Figure (2-4) one can see that the protons are the dominant species (about 80%) during the quiet prestorm period, and that the $O^+$ ions contributed only around 10% of the measured ion energy density. After the beginning of the storm, the $O^+$ contribution increased and stayed above 30% for more than 24 hours. Such levels of $O^+$ are considered to be exceptionally high [Daglis et al., 1993].

The localized and sporadic character of ionospheric outflow [e.g., Strangeway and Johnson, 1983] usually is considered to be the reason for the short-lived energetic $O^+$ enhancements [Daglis and Axford, 1996]. This fact combined with the relatively short charge exchange lifetime of energetic $O^+$ [Smith et al., 1981] would suggest that such a long-lived enhanced level of $O^+$ population indicates a continuous ionospheric feeding of the inner plasma sheet during the storm main phase.

During the great storm in March 1991, the population of the $O^+$ ions rose dramatically (Figure 2-5). The maximum of the main phase of the storm was clearly dominated by $O^+$, with a contribution of more than 65% of the total energy density for $L = 5 - 7$, and it exceeded 80% for $L = 5 - 6$ [Daglis et al., 1999a]. In an earlier study, Daglis [1997] noted the concurrent increase of the $O^+$ contribution and the decreasing $D_{st}$ index. The storm had a sudden commencement at 03:41 UT on March 24, after which the $O^+$ contribution went from 10% up to 40%. At the same time the $D_{st}$ index dropped to around -100 nT.
The $Dst$ recovery period followed together with a decrease in the $O^+$ abundance. Both $Dst$ and $O^+$ reached their peaks during the main phase of the storm. Hamilton et al. [1988] observed a similar pattern during the great storm of February 1986. Figure (2-5) again shows that for intense geomagnetic activity the $O^+$ contribution reaches very high levels ($> 40\%$) which last for an extended time period of more than 30 hours.

In 1991, CRRES also observed five medium to intense storms. For all of them the ionospheric contribution to the ring current energy density due to energetic $O^+$ ions was $20-65\%$. About $30\%$ of $H^+$ ion population in the storm time outer ring originates from the ionosphere [Gloeckler and Hamilton, 1987]. This shows clearly that, although the energy source of storms is unambiguously of solar origin, the majority of the storm time ring current particles are of terrestrial origin. Therefore follows the conclusion that the major source of the ring current, during quiet times, is the solar wind through the plasma sheet region, while the storm time ring current becomes increasingly of terrestrial origin with the development of the geomagnetic activity. The $O^+$ causes the rapid final enhancement of the ring current at the storm maximum, which could be the cause of the second storm maximum during intense storms with a two-step development [Kamide et al., 1998a]. Noël [1997] suggests that the $O^+$ also induces an equally rapid initial decay of the ring current, which could possibly be the reason for the two-step recovery of intense storms. The last two points are further discussed in Section 3.3.

To summarize, the solar wind and the terrestrial ionosphere are the main sources of ring current particles. The ring current is dominated by protons during geomagnetically quiet times (Table 2.1). The other substantial contribution to the ring current comes only from the $O^+$ ion population, which increases with the intensifying of the geomagnetic activity. Eventually the $O^+$ becomes dominant during intense storms [Daglis, 1997]. Typical values of the contribution of the $O^+$ to the ring current energy density are around 6% during quiet.
times and can exceed 50% for great storms. Most of the ring current \( \text{O}^+ \) ions originate in the high-latitude ionosphere of the Earth, while the origin of the ring current \( \text{H}^+ \) could be from multiple sources. Gloeckler and Hamilton [1987] concluded that around 35% of protons in the outer ring current, and 75% of protons in the inner ring current are of ionospheric origin during quiet times. For the storm time ring current, Gloeckler and Hamilton [1987] estimated that the corresponding ratio is about 30% to about 65%. Solar wind \( \text{He}^{++} \) ions is estimated to contribute less than 4% of the ring current during small to medium storms (Table 2.1).

### 2.3 Sources of Ring Current Particles

All trapped particles in the inner magnetosphere contribute to the ring current. The most substantial contribution to the density of the current is however only due to ions with energies ranging from about 10 keV to a few hundreds of keV [Williams, 1987]. Electrons contribute little to the ring current because of their negligible energy density [Baumjohann, 1993]. The magnetospheric plasma sheet and the terrestrial ionosphere are the biggest sources of ring current particles. The particle population in the plasma sheet is supplied by the ionosphere and the solar wind which defines the solar wind and the terrestrial ionosphere as the main sources of ring current particles.

The ionosphere and the solar wind are both sources of magnetospheric \( \text{H}^+ \) ions and this makes it difficult to determine the dominant source. The magnetospheric \( \text{O}^+ \) on the other hand mostly originates in the ionosphere. Charge exchange processes (Section 2.5) in the inner magnetosphere make the matter even more complicated because through these processes oxygen ions with higher charge state (of solar wind origin) are being transformed into lower charge state oxygen (typical for the ionosphere), and solar wind \( \text{He}^{++} \) is being transformed into \( \text{He}^+ \) (which is provided also by the ionosphere). However, only a negligible
percentage of magnetospheric O$^+$ ions originates through charge exchange from solar wind oxygen ions with high charge states (O$^{6+}$) and therefore O$^+$ ions are considered signature ions of ionospheric outflow associated with magnetosphere-ionosphere coupling.

The initial energy of ionospheric ions is of the order of several eV to several tens of eV, which is low compared with the higher initial energy of solar wind ions (order of several keV). Shelley et al. [1972] using the data from the first mass-spectrometer (satellite 1971-089A on polar orbit) discovered energetic heavy ions with mass-to-charge ratio M/q=16. These were thought to be O$^+$ ions originating in the Earth’s ionosphere. Later, a new generation of ion composition instruments made it possible to obtain additional information about ion charge state [Gloeckler and Hsieh, 1979]. Observations by the missions GEOS 1 and 2, Prognoz 7, and SCATHA confirmed the existence of O$^+$ in the magnetosphere, and the significant contribution of the ionospheric source during magnetic storms [Balsiger et al., 1980; Kaye et al., 1981]. O$^+$ ions are abundant in the ionosphere but they are not found in the solar wind and that is why they have since been used as an evidence and as a measure of the contribution of the ionosphere to the magnetospheric ion population.

The plasmasphere has also been discussed to be a direct source of ring current ions [Balsiger et al., 1980] based on the high O$^{++}$/O$^+$ and high He$^+$/He$^{++}$ ratios in the range of a few keV, which are not observed in either the solar wind or the ionosphere. However, since O$^{++}$ and He$^+$ are found only in small numbers in the ring current, the plasmasphere is considered to be a minor source (compared to the ionosphere and the solar wind).

Williams [1983] estimated that around 90% of the ring current is contained within the 15 – 250 keV energy range (with peak around 50 – 100 keV) and he also estimated that the average energy of the ring current is about several tens of keV. The estimates were confirmed later by the AMPTE mission [Williams, 1987], which was the first mission to adequately measure the composition of the main part of the ring current.
Table (2.1) [Daglis et al., 1999b] summarizes the ion composition data for three different geomagnetic conditions: quiet time, small-to-medium storms and intense storm. The data is based on composition measurements by the AMPTE/CCE and the CRRES missions [Gloeckler and Hamilton, 1987; Hamilton et al., 1988; Daglis et al., 1993; Daglis, 1997]. The values are calculated using observations at L ≈ 5, which is near the maximum of the ring current density [Lui et al., 1987; de Michelis and Orsini, 1997b].

<table>
<thead>
<tr>
<th>Ion Source and Species</th>
<th>Quiet Time</th>
<th>Small-Medium Storms</th>
<th>Intense Storms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total energy density, keV cm⁻³</td>
<td>~10</td>
<td>≥15</td>
<td>≥100</td>
</tr>
<tr>
<td>Solar wind H⁺, %</td>
<td>≥60</td>
<td>~50</td>
<td>≤20</td>
</tr>
<tr>
<td>Ionospheric H⁺, %</td>
<td>≥30</td>
<td>~20</td>
<td>≤10</td>
</tr>
<tr>
<td>Ionospheric O⁺, %</td>
<td>≤5</td>
<td>~30</td>
<td>≥60</td>
</tr>
<tr>
<td>Solar wind He⁺⁺, %</td>
<td>~2</td>
<td>≤5</td>
<td>≥10</td>
</tr>
<tr>
<td>Solar wind He⁺, %</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Ionospheric He⁺, %</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Solar wind, total, %</td>
<td>~65</td>
<td>~50</td>
<td>~30</td>
</tr>
<tr>
<td>Ionosphere, total, %</td>
<td>~35</td>
<td>~50</td>
<td>~70</td>
</tr>
</tbody>
</table>

Table 2.1: Sources of ring current Ions, according to composition measurements by the AMPTE and CRRES missions: Contribution of main ion species to total ion energy density at L ≈ 5 (after Daglis et al., 1999b).

2.3.1 The Solar Wind

The solar wind provides a flow of ~ 10²⁸ ions/sec incident on the magnetosphere. About 0.1 – 1.0% of the incident particles penetrate into the magnetosphere which results in an effective solar wind source strength of about 10²⁶ – 10²⁷ ions/sec. Using measurements from the Geotail mission Nishida [1994] confirmed the importance of the solar wind source for energetic ions in the magnetotail region, especially for distances greater than 30 Rₑ [Christon et al., 1996]. Terasawa et al. [1997] using measurements from the Wind and Geotail spacecraft showed that for extended periods of northward interplanetary magnetic field (geomagnetically quiet times) the magnetotail at distances larger than 15 Rₑ is dominated.
by solar wind particles entering through the side regions of the magnetosphere. Christon et al. [1994] showed that the solar wind source strength increases toward higher altitudes using the radial profiles of ion charge states in the near-Earth plasma sheet.

It is still not well understood how and where exactly the solar wind particles enter the magnetosphere, despite of our knowledge about the general structure of the solar wind source geometry and some successful models [e.g., Filipp and Morfill, 1978]. The transport and acceleration processes acting on these particles, before they reach the inner magnetosphere and contribute to the ring current, are also not well described. Evidence for the complexity of the particle transport in the magnetosphere is the fact that ions with ionospheric and solar wind origin have been observed up to distances of about 210 R_E on the nightside [Hirahara et al., 1996].

Speiser [1965a,b] was the first to consider the acceleration of ions from the magnetotail toward the inner magnetosphere. He showed the effects of the $\mathbf{E} \times \mathbf{B}$ drift of the ions through the magnetotail when the neutral sheet is given as a region with a small and finite normal component $B_n$ of the magnetic field. Speiser showed that charged particles are accelerated and that some of them are ejected from the neutral sheet along the magnetic field lines. Some more recent studies [e.g., Ashour-Abdalla et al., 1993; Øieroset et al., 2000; Li et al., 2005] used comprehensive data analysis and modeling to study the particle sources using the nonlinear aspects of particle trajectories in the magnetotail region.

2.3.2 The Ionosphere

The contribution of the ionosphere as a source of magnetospheric particles is of about the same order of magnitude as the solar wind source [Moore and Delcourt, 1995]. The ionospheric outflow consist of different particle species [e.g., Horwitz, 1982]. The two most important ionospheric outflow regions are the dayside cleft and the auroral region. The
high-altitude polar ion flow is considered a significant source of oxygen ions [e.g., Horwitz et al., 1992]. The midlatitude ionosphere can also be a significant source of thermal oxygen during magnetic storms [Yeh and Foster, 1990].

A number of observational studies have indicated the importance of both the auroral acceleration region and cleft ion fountain as magnetospheric ion sources [Hultqvist et al., 1988; Lu et al., 1992]. Different models have estimated the transport and energization processes of ionospheric ions from the cleft region [e.g., Cladis and Francis, 1992] as well as from the auroral region [e.g., Shapiro et al., 1995]. Comprehensive statistical works have established the extent of ion outflow from each region [Yau et al., 1985]. Daglis and Axford [1996] concluded that the different regions of the ionosphere would dominate the ion outflow for different magnetospheric conditions and/or different levels of the solar wind-magnetosphere coupling. Since both major ionospheric ion species $O^+$ and $H^+$ experience charge exchange with the exospheric neutral hydrogen [e.g., Orsini et al., 1994], the ionospheric outflow at high altitudes is the reason for an intense flux of neutral O and H in the high-latitude magnetosphere [Moore, 1984]. Therefore global neutral atom imaging could be used for resolving the ion source issue at high latitudes [Hesse et al., 1993].

Since the ionospheric ions have relatively low energies (around 1 eV), it is thought that a variety of successive acceleration mechanisms act on the ionospheric ions to raise the particle energy up to tens of keV. Upward accelerated ions from the ionosphere in the auroral regions (ion beams and conics with energies of 0.1 – 10 keV) were detected through satellite observations [e.g., Peterson et al., 1988]. Thelin et al. [1990] used the data obtained by the Swedish satellite Viking to discuss the transverse and parallel ion acceleration both in the auroral regions and in the cleft region. There are several examples from the Viking data showing elevated ion conics with accelerations up to the 40 keV upper limit of the ion spectrometer [Lundin and Eliasson, 1991]. The existence of very localized regions of
intense lower hybrid waves (100 – 300 mV/m) and transversely accelerated ions with energies 10 – 100 eV (sufficient for ejection into the magnetosphere), were detected by rocket experiments [Kintner et al., 1992]. Observations at low altitudes by the Swedish-German satellite Freja confirmed the relationship of the transverse energization of ionospheric ions with large depletion holes in the ionosphere [Lundin et al., 1994]. Strangeway et al. [2005] used FAST satellite data, restricted to dayside magnetic local times, to determine the controlling parameters for ionospheric outflows. They assumed two major ion outflow sources: the ion heating through dissipation of downward Poynting flux and the electron heating through soft electron precipitation. Strangeway et al. [2005] showed that a correlation exists between the ion outflows and the two considered processes at altitudes of about 4000 km, but they were not able to determine which process is dominant. Due of the strong correlation, both processes could be used to scale the ion outflows at different altitudes.

2.3.3 Compositional Changes

In general, the population of O+ ions in the inner magnetosphere depletes relatively quickly [Daglis and Axford, 1996]. During geomagnetic storms, however, the various ionospheric sources are active for several hours and this results in an increase of the concentration of O+ ions in the ring current during the main phase of the storm (Dst minimum). The compositional changes contributing to the O+ population are substantial during all storms and become most prominent during intense storms [Daglis, 1997]. This intense ionospheric ion outflow into the magnetosphere is thought to be the cause of the rapid second enhancement of the ring current and the corresponding decrease in the Dst index, observed during the main phase of intense storms with a two-step development [Kamide et al., 1998a]. Also, the abundance of O+ ions in the ring current leads to important differences from a proton loaded ring current regarding wave-particle interactions and decay through charge exchange.
Wave-particle interactions can also be a significant factor for the loss of ring current ions. Electromagnetic ion cyclotron (EMIC) waves can cause atmospheric losses due to rapid scattering during geomagnetic storms [Cornwall et al., 1970]. The propagation characteristics of EMIC waves and the resulting rates of ion population growth strongly depend on the relative ion abundance [Kozyra et al., 1984] at different phases of a storm. During great geomagnetic storms, it is possible that the concentration of the injected O\(^+\) in the ring current may exceed the concentration of H\(^+\) and the growth of EMIC waves may be limited to frequencies below the O\(^+\) gyrofrequency [Thorne and Horne, 1997]. The modulation of EMIC instability by O\(^+\) injection then should also change the fast loss process due to these waves for the ring current H\(^+\) ions during the main phase of a storm.

The long-term decay rate of the ring current is also influenced by the growth of O\(^+\) population, since the charge exchange lifetime of ring current O\(^+\) is much shorter than the one of H\(^+\) for energies \(\geq 40\) keV [Smith et al., 1981]. This implies that for an O\(^+\) dominated ring current the initial decay rate will be higher. Such a fast initial ring current decay, due the large amount of O\(^+\) during the main phase of the storm, has been observed in the storm of February 1986 [Hamilton et al., 1988] and in the four intense storms observed by CRRES in 1991 [Daglis, 1997]. A two-stage recovery of intense storms was reported in 1963 [Akasofu et al., 1963]. Akasofu et al. [1963] suggested the existence of two ring currents around the Earth, the one located closer to the Earth decaying faster. This is thought to account for the rapid initial decay of the ring current and a decrease of the decay rate with time during the recovery phase (\(D\)\(_{st}\) recovery) of intense storms. However, there are observations [Hamilton et al., 1988; Daglis, 1997] which strongly imply that the two-phase recovery of intense magnetic storms could be due to the presence of two ion components with distinctly different charge exchange lifetimes rather than to the existence of spatially separated multiple ring currents.
Smith et al. [1981] studied charge exchange losses in the ring current depending on energy and ion composition, comparing the charge exchange lifetimes of the main ring current ion species (H\(^+\) and O\(^+\)). Most of the storm time ring current energy is contained in the range of 50-100 keV, and for these energies the O\(^+\) charge exchange lifetime can be 10 times shorter than the one of H\(^+\). This difference increases for higher energies. For example, at L=5 and a mirror latitude of 14°, the charge exchange lifetime of a 100 keV O\(^+\) ion is \(~46\) hours; for the same energy the lifetime of H\(^+\) ions is \(~470\) hours. These timescales become considerably shorter for smaller L (inner ring current) due to the increase of the density of the geocorona. At L=3.5 the corresponding 100 keV O\(^+\) and H\(^+\) charge exchange lifetimes are 11 and 110 hours. In the lower energy range, however, O\(^+\) has a longer lifetime than H\(^+\). At L=5 and energy 10 keV, O\(^+\) and H\(^+\) lifetimes are about 56 hours and 17 hours respectively, and at L=3.5 the corresponding lifetimes are 28 and 5.5 hours. Such a difference in the charge exchange lifetimes for an O\(^+\) dominated ring current will result in a rapid initial decay just after the storm maximum due to the rapid loss of high-energy O\(^+\). Also, this difference will lead to a lower decay rate during the recovery phase due to the relatively long lifetimes of low-energy O\(^+\). This analysis implies how crucial the ion composition is for the dynamic evolution of the ring current. Variations in the relative concentration of the two main ion species H\(^+\) and O\(^+\) could define the decay rate of the storm time ring current [Tinsley and Akasofu, 1982] and is taken into account in the present comprehensive modeling study. Charge exchange processes, including charge exchange with He\(^+\) and He\(^{++}\), are discussed further in Section 2.5.

2.4 Ionospheric outflow

Substorms are the most common type of geomagnetic disturbance in the Earth's magnetosphere. The ring current is formed primarily through injection and convection of plasma
sheet particles from the tail towards the inner magnetosphere during geomagnetically active periods [e.g., Jordanova et al., 1998]. Injection of the particles is driven by strong duskward electric fields, while the convection within the magnetosphere is driven by interaction of the magnetosphere with the solar wind. There is still an open discussion regarding the processes which take part into the formation of the storm time ring current. It is not exactly clear whether the injection of particles results mainly from potential electric fields associated with periods of strong magnetospheric convection, or mainly from induction electric fields associated with the occurrence of magnetospheric substorms [Kamide et al., 1998b].

Kamide [1992] suggested that a magnetic storm develops as a result of a steady southward interplanetary magnetic field. Magnetic reconnection between the interplanetary magnetic field and the geomagnetic field [Dungey, 1961] is responsible for the energy transfer mechanism from the solar wind to the magnetosphere for both storms and substorms. Dungey [1961] suggested that if the IMF were antiparallel to the geomagnetic field at the dayside magnetopause, the two fields would merge together, namely the magnetospheric and the IMF lines should reconnect with each other which would result into a magnetic flux and energy transport from the dayside to the nightside magnetosphere. This means that reconnection will mostly happen when the IMF is southward, since the geomagnetic field goes northward. It has been confirmed that steady and prolonged southward IMF is a necessary condition for intense storms [Gonzalez et al., 1994], although here is still debate whether it is also a sufficient condition.

Ionospheric outflow, strongly associated with substorms is the major source of compositional ring current charges. Increase in the population of O\(^+\) ions, the main signature of ionospheric outflow, have been observed by spacecraft in the inner magnetosphere during both growth and expansion phases of substorms [Strangeway and Johnson, 1983; Möbius et al., 1987; Daglis et al., 1996]. Observations by ground-based radars and polar-orbiting
spacecraft in the upper ionosphere, confirmed the association of strong ionospheric outflow (mostly O\(^+\) ions) with substorm expansion [e.g., Wahlund et al., 1992].

The magnetic field configuration becomes stretched on the night side during substorm growth phase and then it relaxes during the onset to a more dipole-like configuration [McPherron, 1972], due to disruption or reduction of the near-Earth cross-tail current [Kaufmann, 1987]. The dipolarization of the magnetic field is associated with strong induced electric fields [Moore et al., 1981]. Such electric fields effectively accelerate the ionospheric outflowing O\(^+\) ions [Delcourt et al., 1991], but they are less efficient for the energization of H\(^+\) ions [Fok et al., 1996]. The reason for the accelerated O\(^+\) ions is related to the violation of the first adiabatic invariant and to its dependence on particle mass [Aggson and Heppner, 1977]. This assumption is supported by the energy spectra observed during substorms [Kistler et al., 1990].

The second and third adiabatic invariants for H\(^+\) are violated due to the strong induced electric fields [Aggson and Heppner, 1977] observed in the inner magnetosphere, and which are responsible for the violation of all three adiabatic invariants for heavier ions. O\(^+\) ions with initial energies of 100 eV can reach energies bigger than 100 keV, depending on the initial latitude, while H\(^+\) ions with the same initial energies are limited to final energies of less than 20 keV [Delcourt et al., 1990]. The outflowing ionospheric O\(^+\) ions then can reach very high energies and become the dominant ion species. This could happen during intense storms, which are always accompanied by frequent, intense substorms [Kamide, 1992] and thus large induced electric fields.

The ionospheric outflow of particles into the magnetosphere is most effective during a series of substorms [Daglis and Axford, 1996]. Intense ionospheric O\(^+\) outflows, associated with successive intense substorms, which are always observed during large storms, may thus facilitate successive inward flow injection of ions. The result would be the trapping of more
energetic ions, thus enhancing the ring current.

2.5 Charge Exchange Losses

The main collisional mechanism of ring current decay is charge exchange of the ring current ions with the geocorona [e.g., Jordanova et al., 1998]. The geocorona consists of relatively cold (\(\sim 1000\) K) neutral atoms (mostly hydrogen) which resonantly scatter solar Lyman radiation [Chamberlain, 1963]. The geocoronal density decreases quickly with the radial distance [Rairden et al., 1986], but at distances between 2 and 9 \(R_E\) collisions between ions and geocoronal hydrogen are frequent enough to account for significant losses of ring current ions.

The idea that charge exchange between \(H^+\) and atmospheric hydrogen could effectively decrease the population of geomagnetically trapped energetic \(H^+\) was proposed 40 years ago [Stuart, 1959]. This could lead to an effective decay of the ring current via charge exchange between energetic ring current particles and exospheric hydrogen [Dessler and Parker, 1959]. Energetic ions may acquire an electron from the neutral hydrogen atoms and thus become neutralized.

2.5.1 Charge Exchange Processes

As mentioned before, the main loss mechanism of ring current ions through charge exchange is due to interactions with cold exospheric hydrogen. Since the geocorona is mostly a cold hydrogen gas, the most important charge exchange processes are:

\[
\begin{align*}
H^+ + H &\rightarrow H + H^+ \\
O^+ + H &\rightarrow O + H^+ \\
He^{++} + H &\rightarrow He^+ + H^+ \\
He^+ + H &\rightarrow He + H^+
\end{align*}
\]
Ions with small equatorial pitch angles reach relatively low altitudes and experience additional charge exchange processes with oxygen atoms in the upper atmosphere:

\[
\begin{align*}
\text{H}^+ + \text{O} & \rightarrow \text{H} + \text{O}^+ \\
\text{O}^+ + \text{O} & \rightarrow \text{O} + \text{O}^+ \\
\text{He}^{++} + \text{O} & \rightarrow \text{He}^+ + \text{O}^+ \\
\text{He}^+ + \text{O} & \rightarrow \text{He} + \text{O}^+
\end{align*}
\]

The charge exchange lifetime of energetic particles depends on the neutral hydrogen and oxygen densities, the charge exchange cross section for the different ion species and the equatorial pitch angle. The dependence of the neutral exospheric hydrogen density on the radial distance was calculated by Rairden et al. [1986]. He used observations of geocoronal emission of scattered solar Lyman alpha radiation from the ultraviolet photometer on Dynamics Explorer 1 over the time period 1981 – 1985. The data were fit to a spherically symmetric isothermal (1024 K) Chamberlain model [Chamberlain, 1963], in which the hydrogen density versus altitude is given as a function of the temperature.

Laboratory experiments have provided data about the cross sections for some of the charge exchange processes between ions and neutral [de Michelis and Orsini, 1997b], but cross sections of several geophysically interesting ions are still unknown [Spjeldvik and Fritz, 1978]. Charge exchange cross sections depend on the energy and the mass of the particles. That is why there are significant differences in the charge exchange lifetimes of the various ring current ion species [Smith et al., 1981]. Charge exchange lifetimes also strongly depend on the radial distance as the neutral hydrogen density falls off quickly with altitude [Rairden et al., 1986]. This is the reason for the faster decay of the inner part of the ring current. The mean charge exchange decay lifetime of any energetic ion in the equatorial plane with geocoronal hydrogen is:

\[
\tau_e = 1/\left[n(r_0)\sigma v\right]
\]  

(2.8)
where \( n(r_0) \) is the neutral hydrogen density in the equatorial plane, \( r_0 \) is distance from the Earth, \( \sigma \) is the charge exchange cross section of the ion species (energy and mass dependent), and \( v \) is the velocity of the ions [Smith and Bewtra, 1978].

Charge exchange losses are most important for \( H^+ \) and \( O^+ \) ions with energies of up to a few hundred keV [Sheldon and Hamilton, 1993]. The charge exchange cross sections become smaller at higher energies where wave-particle interactions are significant, especially for hot protons. Higher charge state ions (e.g., \( He^{++} \), \( O^{++} \)) would experience multiple charge exchange with geocoronal atoms before they become neutral and escape the geomagnetic trapping region. Several recent ring current models have included the effects of charge exchange [e.g., Jordanova et al., 1994; Fok et al., 1995], considering all pitch angles (pitch angle particle distribution) and using a bounce-averaged kinetic equation, thus reducing the problem from three to two dimensions. Other ring current models [e.g., Kistler et al., 1989; Chen et al., 1994] were restricted only to equatorially mirroring particles.

2.5.2 Energetic Neutral Atoms

Charge exchange between singly charged energetic ions and the cold neutral hydrogen of the geocorona results in energetic neutral atoms (ENA) (Figure 2-6). An ENA is not bound by the magnetic field and after it is created, it leaves the place of origin along a straight trajectory with a velocity of the energetic ion. Therefore the geocorona provides the possibility of ENA remote imaging, which gives an additional information about the ion populations in the inner magnetosphere [Roelof, 1987].

The EPIC ion spectrometer, onboard the Geotail satellite, measured ENA at a distance of about 14 \( R_E \) on the dayside during the storm of October 29 – 30, 1994 [Lui et al., 1996]. The detected particles were considered to be ENA because the direction of the flux was not influenced by the magnetic field. The observations provided information about the evolution
of ENA fluxes and their energy spectra of hydrogen, helium, and oxygen separately. ENA fluxes and the recovery rate of the $D_{st}$ index were roughly steady, consistent with the estimated charge exchange losses for the storm time ring current. For energies higher than 200 keV, the intensity of energetic oxygen was the highest, consistent with the relatively short charge-exchange lifetime of energetic $O^+$. ENA images from the Polar spacecraft were presented for two storms in August and October 1996 [Henderson et al., 1997], showing the expected enhancement of ENA resulting from the particle buildup of the storm-time ring current. Low-altitude ENA measurements can provide information in addition to high-altitude observations, although the differentiation between ENA and energetic particles at those altitudes (above 500 km) could be problematic. One of the advantages of low-altitude ENA imaging is that the emissions are stronger because of the denser exosphere, and hence the higher charge exchange rates.

### 2.6 Coulomb Collisions

Ring current particles experience collisions with plasmaspheric particles. An energetic charged particle will interact with the electric field of a thermal ion or electron. Due to Debye shielding, there is an upper limit to the distance at which the particles interact. Such collisions result in energy transfer from the fast particle to the slow ion or electron, and in angular deflection of both particles. The angular scattering is important for electrons and low-energy (< 10 eV) ions and is usually negligible for high-energy ions [Wentworth, 1963; Jordanova et al., 1996a].

Coulomb lifetimes for ring current ions were calculated by Fok et al. [1991] including heavy ions in both the ring current and the thermal plasma, the latter having a Maxwellian distribution. Fok et al. [1991] found that Coulomb decay lifetimes become comparable with the charge exchange lifetimes at low energies (tens of keV for ions). Their results
suggested that ring current losses due to Coulomb collisions became important for the decay of the low-energy ion population, and might explain the discrepancy noted by Kistler et al. [1989] between modeled ring current distributions and the ring current fluxes measured by AMPTE/CCE during magnetically active conditions.

Coulomb collisions between ring current ions and thermal plasma result in heating of the thermal ions and electrons. The energy gained by the thermal particles at high altitudes, is transported along the magnetic field lines towards Earth, thus increasing the ion and electron temperatures in the upper ionosphere [Rees and Roble, 1975]. This results in increased plasma scale heights and minor ion density enhancements in the outer plasmasphere, which in turn results in the production of stable auroral red (SAR) arcs via relaxation of O\(^+\) ions [e.g., Cole, 1965]. Further, Kozyra et al. [1987] studied SAR arcs focusing on the energy transfer between ring current ions and thermal plasma. They concluded that the energy transfer was highest when collisions occurred between particles with equal velocities, and pointed out the possibility that O\(^+\) has a dominant role of for energy transfer at low energies (about 10 to 100 keV).

Jordanova et al. [1996a] computed the total precipitating flux in particles/(cm\(^2\)s) at 1000km altitude, 1 hour and 12 hours from the beginning of the recovery phase of a moderate storm for three different ion species (H\(^+\), He\(^+\), and O\(^+\)), for three energy ranges: (a) 0.015–0.3 keV; (b) 0.3–20 keV; (c) 20–300 keV (Figures 2-7 and 2-8 respectively). They found that the precipitation is enhanced in the early stages of the recovery phase (Figure 2-7) in the midnight region, due predominantly to convective drifts that move small pitch angle particles from high to low altitudes, where they are precipitated. Later in the storm recovery phase (Figure 2-8), the convection decreases and charge exchange and Coulomb drag losses remove a significant part of the low-energy proton and of the high-energy heavy ion populations. Thus, the high-energy part (> 10 keV) of the ring current at L=2–4 is
dominated by protons and low-energy part (< 10 keV) is dominated by heavy ions. These results were in agreement with CHEM-AMPTE/CCE experiment [Gloeckler and Hamilton, 1987]. Jordanova et al. [1996a] concluded that Coulomb scattering significantly enhances the low-energy ion precipitating fluxes inside the plasmasphere.

2.7 Wave – Particle Interactions

The role of wave-particle interactions in the evolution of the ring current is still an unresolved problem. Pitch angle diffusion by plasma waves also contributes to ion loss in the ring current, especially during the main phase of a storm [e.g., Jordanova et al., 1996b, 2001a,b; Fok et al., 1996]. Intense plasma waves also provide an efficient process for energy transfer between different components of the plasma. Waves are particularly important as a heating mechanism for thermal heavy ions [e.g., Anderson and Fuselier, 1994; Horne and Thorne, 1997], and they can also transfer energy from ring current H+ to O+ during magnetic storms [Thorne and Horne, 1994, 1997].

The most widely studied interactions involve electromagnetic ion cyclotron (EMIC) waves. The scattering times of ions into the loss cone during resonant interactions with EMIC waves can be fast [Lyons and Thorne, 1972]. Typical ring decay times during the recovery phase are about 5 to 10 hours and are believed to result from charge exchange or Coulomb collisions. The ring decay timescales during the main phase of intense-to-great geomagnetic storms can reach values as low as 0.5 – 1.0 hours, which is far too fast to be a result from charge exchange or Coulomb collision processes. That is why it is believed that additional loss mechanisms exist due to interactions of ring current ions with plasma waves.

Observations by the AMPTE/CCE spacecraft indicate that EMIC waves occur most frequently in the outer magnetosphere beyond 7 Re and that the wave spectral properties
depend on the magnetic local time [Anderson et al., 1992]. Events occurring between MLT 03 to 09 have an average occurrence frequency of 3 – 4%. They have essentially linear polarization at all latitudes and are generally confined to frequencies higher than the He$^+$ gyrofrequency. Typical normalized wave frequency may reach values up to $\sim 2.5 - 3.0$. Events between MLT 10 to 18 occur more often (10 – 20%) and the waves are generally distributed in two distinct frequency bands separated by a noticeable spectral gap near the He$^+$ gyrofrequency. The waves mostly have left polarization near the equator and linear polarization at higher latitudes. Anderson et al. [1992] suggested that plasma sheet ions, following open drift paths from nightside to dayside, develop sufficient temperature anisotropy and are the main cause of EMIC wave generation at $L > 7$. A more recent study by Erlandson and Ukhorskiy [2001] addresses the occurrence of low-L ($3.5 < L < 5$) EMIC waves during magnetic storms. Using about 10 years of data acquired by the Dynamic Explorer 1 (DE 1) satellite they show that EMIC waves in the equatorial magnetosphere occur 5 times more often during magnetic storms than during quiet times. The strongest waves (tens or hundreds of Hz) are observed at frequencies below the He$^+$ gyrofrequency.

During geomagnetic storms the energy sources for wave excitation (energetic protons with thermal anisotropy) are greatly enhanced, and the optimum region for EMIC wave growth occurs at lower L-shells along the duskside plasmapause [e.g., Jordanova et al., 1997]. Such waves can interact strongly with the ring current ion population. The H$^+$ ions, which are unstable to the amplification of ion cyclotron waves, are produced in the inner magnetosphere through betatron acceleration of ions moving along adiabatic drift paths [Cornwall et al., 1970]. The increased charge exchange rate for ring current ions with small pitch angles [Cornwall, 1977] increases the loss cone and thus increases the anisotropy of the drifting ion distributions making them even more unstable to the generation of plasma waves.
Jordanova et al. [1997] were the first to include the effects of wave-particle diffusion [Jordanova et al., 1996b] into a global simulation of ring current dynamics during a magnetic storm. The distribution function of energetic protons, obtained with the RAM code (which includes the effects of particle drifts, charge exchange and Coulomb scattering), was shown to be unstable to the generation of EMIC waves. Peak convective wave growth was confined to the dusk sector near the plasmapause. H\textsuperscript{+} precipitation over the zone of significant wave growth was found to account for only 1 – 2\% of the total ring current energy for the time duration of this particular storm. Figure (2-9, after Jordanova et al. [1997]) shows the proton ring current characteristics as a function of radial distance in the equatorial plane and magnetic local time, 0.5, 3, and 6 hours after the beginning of the recovery phase of a moderate storm. The top panel shows the proton density (cm\textsuperscript{-3}), in the middle is the normalized parallel energy and at the bottom panel is the anisotropy of the energetic proton component. Figure (2-10, after Jordanova et al. [1997]) shows respectively plots of the wave gain $\Gamma$ as a function of the radial distance and MLT for the same time intervals as in Figure (2-9): (top) in a proton ring current plasma; (middle) in a multi-component ring current plasma consisting of H\textsuperscript{+}, He\textsuperscript{+}, and O\textsuperscript{+} ions with no wave-particle interactions included; (bottom) same as the middle panel but processes of wave-particle interactions are considered. The authors considered the wave growth of only He\textsuperscript{+} wave branch below the helium gyrofrequency. Their study shows that in the accounted frequency interval, wave growth occurs only due to energetic (> 100 keV) protons. It was found that the frequency at which maximum wave growth is observed increases with time. The regions with wave gain $\Gamma > 1$ were located initially on the duskside (Figure 2-10a) between $L=4$ and $L=5.5$, and moved inward between $L=3$ and $L=4$ as time progressed (Figure 2-10b and 2-10c). The initial unstable region comprising values of $\Gamma > 1$ (Figure 2-10a), occurred for normalized frequency of 0.12, and coincided with the region of maximum normalized parallel energy.
(Figure 2-9 middle panel). This finding confirmed the suggestion by Cornwall et al. [1970], that the main region of wave generation should be just inside the plasmapause due to the enhanced cold plasma density. In addition, Jordanova et al. [1997] found that both He\(^+\) and O\(^+\) ring current ion populations damp the waves from the He\(^+\) wave branch (decreasing the magnitude of the wave amplification) and therefore multi-component plasma has to be considered to obtain realistic predictions of wave instability in the inner magnetosphere.
Figure 2-1: A schematic representation of the Earth's magnetosphere. The ring current flows westward around the Earth at geocentric distances between ~ 2 \( R_E \) and ~ 9 \( R_E \).

Figure 2-2: Schematic representation of the trapped particles in the Earth's magnetic field. The particles gyrate around magnetic field lines and move along the line until they reach the mirror points. The whole structure rotates and forms a toroidal shaped current.
Figure 2-3: Accumulated percentage of the ion energy density at geosynchronous altitude (i.e., outer ring current) as a function of energy, (left) at geomagnetically quiet times and (right) at active times (after Daglis et al., 1993). Plotted are curves for the total energy density as well as for the energy density of the four main ion species H⁺, O⁺, He³⁺, and He⁺.
Figure 2-4: Time profiles of (top) the H⁺ and O⁺ contributions to the total ion energy density in the ring current at L = 5 – 6, and (bottom) the 5-min Dst index during the intense storm of June 5, 1991 (after Daglis et al., 1999b).
Figure 2-5: The great magnetic storm of March 24, 1991: time profiles of (top) the H\(^+\) and O\(^+\) contributions to the total ion energy density in the ring current region at L = 5 - 6 (as measured by CRRES/MICS), and (bottom) the 5-min Dst index. The main features to be observed are the dominance of O\(^+\) during storm maximum and the concurrent decrease in the Dst and the increase of the O\(^+\) contribution to the total ion energy density (after Daglis et al., 1999a).
Figure 2-6: Schematic representation of the charge exchange processes.
Figure 2-7: Total precipitating flux in particles/(cm$^2$s) at 1000km altitude, 1 hour from the beginning of the recovery phase of the storm for $\text{H}^+$ (upper panel), $\text{He}^+$ (middle panel), and $\text{O}^+$ (lower panel) ring current ions, for three energy ranges: (a) 0.015 – 0.3 keV; (b) 0.3 – 20 keV; (c) 20 – 300 keV (after Jordanova et al., 1996a).
Figure 2-8: Total precipitating flux in particles/(cm$^2$s) at 1000km altitude, 12 hours from the beginning of the recovery phase of the storm for H$^+$ (upper panel), He$^+$ (middle panel), and O$^+$ (lower panel) ring current ions, for three energy ranges: (a) 0.015 – 0.3 keV; (b) 0.3 – 20 keV; (c) 20 – 300 keV (after Jordanova et al., 1996a).
Figure 2-9: Proton ring current characteristics as a function of radial distance in the equatorial plane and magnetic local time, 0.5, 3, and 6 hours after the beginning of the recovery phase: (top) density (cm$^{-3}$); (middle) normalized parallel energy; (bottom) anisotropy (after Jordanova et al., 1997).
Figure 2-10: Amplification $\Gamma$ of EMIC waves from the He$^+$ wave branch as a function of radial distance and magnetic local time, 0.5, 3, and 6 hours after the beginning of the recovery phase: (top) in a proton ring current plasma; (middle and bottom) in a ring current plasma consisting of H$^+$, He$^+$, and O$^+$ ions. The processes of wave-particle interactions are included only in the calculation presented in the lower panel (after Jordanova et al., 1997).
CHAPTER 3

THEORETICAL APPROACH

We study the time evolution of the ring current ion population during various magnetospheric conditions using the bounce-averaged kinetic equation. We have included particle drifts, losses due to charge exchange with geocoronal hydrogen, and atmospheric losses. Wave-particle interactions and Coulomb collisions [Jordanova et al., 1997] are not considered in this work. The ring current particle population is considered to be $\text{H}^+$, $\text{He}^+$, and $\text{O}^+$ ions. The storm time magnetospheric empirical model T04s has been used to represent the Earth’s magnetic field. The magnetospheric electric field is represented by the time-dependent Volland-Stern model. Particles with nonequatorial pitch angles are considered. The physics behind the RAM model has been described in great detail in previous studies [Jordanova, 1995; Jordanova et al., 1996a, 1997].

3.1 Kinetic Equation

Energetic charged particles in the Earth’s magnetic field undergo gyration around the magnetic field line, bouncing between the magnetic mirror points, and drifting along a closed surface made up of the magnetic field lines around the Earth. The gyro- and the bounce-motion happen on much shorter time scales than the drift of the particles. That is why it is convenient to average the first two periodic motions over a bounce period in order to simplify the kinetic equation. Then we follow the intersection point of the field line (along which the particle is bouncing) with the equatorial plane. We have assumed that
the equatorial plane is orthogonal to all the magnetic field lines at the respective points of intersection. This is not always true for a general magnetospheric field, but for the T04s model it is a good approximation.

We introduce the following variables [Jordanova et al., 1994]: $R_0$ is the radial distance in the equatorial plane; $\varphi$ is the geomagnetic east longitude; $E$ is the kinetic energy of the guiding center; $\mu_0 = \cos \alpha_0$, where $\alpha_0$ is the equatorial pitch angle. Then the bounce-averaged phase space distribution function $Q(R_0, \varphi, E, \mu_0, t)$ is such that $QdV$ represents the mean number of particles for which the coordinates of the guiding center lie in a magnetic flux tube with equatorial area $R_0dR_0d\varphi$, and with kinetic energy and cosine of equatorial pitch angle between $E$ and $E + dE$ and $\mu_0$ and $\mu_0 + d\mu_0$ at time $t$. Then the unit volume element in $(R_0, \varphi, E, \mu_0)$ space is [Jordanova, 1995; Jordanova et al., 1996a]:

$$dV = 8\pi \sqrt{2m_t^2 R_0^2 \mu_0^2 \sqrt{E} h(\mu_0)} dR_0 d\varphi dE d\mu_0 \quad (3.1)$$

where:

$$h(\mu_0) = \frac{1}{2R_0} \int_{s'}^{s''} \frac{ds}{\sqrt{1 - \frac{B(s)}{B_m}}} \quad (3.2)$$

Here $B(s)$ is the field along the field line $s$, and $s'$ and $s''$ are respectively the magnetic mirror points. We assume that the time variations of the magnetospheric fields are slow compared to the particle bounce period and the changes of the distribution function happen on much slower time scale than the gyro- and bounce periods, which is valid for $R_0 < 10 R_E$. The phase space distribution function $Q$ is related to the velocity space distribution $F(\tilde{r}, \tilde{v}, t)$ by $Q = F/m_t^3$, where $m_t$ is the mass of the particle.
The bounce-averaged kinetic equation is [Jordanova, 1995; Jordanova et al., 1996a]:

\[
\frac{\partial Q}{\partial t} + \frac{1}{R_0^2} \frac{\partial}{\partial r} \left( R_0^2 \left( \frac{dR_0}{dt} \right) Q \right) + \frac{\partial}{\partial \varphi} \left( \left\langle \frac{d\varphi}{dt} \right\rangle Q \right) + \frac{1}{\sqrt{E}} \frac{\partial}{\partial E} \left( \sqrt{E} \left\langle \frac{dE}{dt} \right\rangle Q \right) + \frac{1}{h(\mu_0)\mu_0} \frac{\partial}{\partial \mu_0} \left( h(\mu_0)\mu_0 \left\langle \frac{d\mu_0}{dt} \right\rangle Q \right) = \left\langle \frac{\delta Q}{\delta t} \right\rangle_{\text{loss}}
\]

(3.3)

where:

\[
\left\langle \frac{\delta Q}{\delta t} \right\rangle_{\text{loss}} = \left\langle \frac{\delta Q}{\delta t} \right\rangle_{ce} + \left\langle \frac{\delta Q}{\delta t} \right\rangle_{atm}
\]

(3.4)

The first term on RHS considers charge exchange losses and the second term atmospheric losses. The derivation of Equation (3.3) is given in Jordanova [1995]. Bounce-averaging for any quantity \( \chi \) is defined as:

\[
\left\langle \chi \right\rangle = \frac{1}{S_b} \int_{s'}^{s''} \chi \frac{ds}{\sqrt{1 - \frac{B(s)}{B_m}}}
\]

(3.5)

where \( S_b \) is half-bounce path length and is given by:

\[
S_b = \int_{s'}^{s''} \frac{ds}{\sqrt{1 - \frac{B(s)}{B_m}}}
\]

(3.6)

### 3.2 Drifts of Ring Current Particles

For typical ring current particle energies (1 — 200 keV) both the \( E \times B \) and the magnetic gradient-curvature drifts are of comparable importance and are considered in the present study. The magnetospheric electric field in the RAM model is calculated as the gradient of the Volland-Stern potential model [Volland, 1973; Stern, 1975], where the time dependence is included through the assumed \( K_p \) history. This semiempirical model consists of: a convection field \( U_{\text{conv}} = AR_0^\gamma \sin \varphi \), where \( \varphi \) is the magnetic local time (MLT) in degrees with midnight at 0°; and a corotation field \( U_{\text{cor}} = -C/R_0 \), where \( C = 1.44 \times 10^{-2} \ R_0^2 \ \text{Vm}^{-1} \).
For the value of the parameter $A$ as a function of $Kp$, we use the expression determined empirically for $\gamma = 2$ by Maynard and Chen [1975]:

$$A = \frac{7.05 \times 10^{-3} \ mV/m}{(1 - 0.159Kp + 0.0093Kp^2)^3 \ R_E} \quad (3.7)$$

The contribution of the inductive electric field of a time-dependent ring current is estimated to be much smaller than the Volland-Stern field [e.g., Murphy et al., 1975] and therefore it is neglected in the model.

### 3.2.1 Radial and Azimuthal Drifts

The instant magnetic gradient-curvature drift velocity of the guiding center at point $S$ can be written as [Rossi and Olbert, 1970]:

$$V_S = \frac{mV^2}{2qB} \left\{ \sin^2 \alpha \frac{B \times \nabla B}{B^2} + 2 \cos^2 \alpha \frac{B \times (B \cdot \nabla) B}{B^3} \right\} \quad (3.8)$$

where $V$ is the thermal particle velocity, and $\alpha$ is the pitch angle at the given point. Using the identity derived in Appendix A:

$$\frac{B}{B^2} \times [(B \cdot \nabla) B] = \frac{B \times \nabla B}{B} + (\nabla \times B)_\perp \quad (3.9)$$

in Equation (3.8) and using that $\sin^2 \alpha = B/B_m$, we obtain for the magnetic gradient-curvature drift [Shukhtina, 1993]:

$$V_S = \frac{mV^2}{qB^2} \left\{ \left(1 - \frac{1}{2} \frac{B}{B_m}\right) \frac{B \times \nabla B}{B} + \left(1 - \frac{B}{B_m}\right) (\nabla \times B)_\perp \right\} \quad (3.10)$$

where:

$$V_B = \frac{mV^2}{qB^2} \left(1 - \frac{1}{2} \frac{B}{B_m}\right) \frac{(B \times \nabla B)}{B} \quad (3.11)$$
is the transverse gradient-curvature drift velocity, and:

\[ V_R = \frac{mV^2}{qB^2} \left( 1 - \frac{B}{B_m} \right) (\nabla \times \mathbf{B})_\perp \]  
(3.12)

corresponds to the drift due to cross-B electric currents [Rossi and Olbert, 1970].

The magnetic field of Earth in the general case is:

\[ \mathbf{B}_0 = (B_{0r}, B_{0\theta}, B_{0\phi}) \]  
(3.13)

and in this study is represented by the T04s model [Tsyganenko et al., 2003; Tsyganenko and Sitnov, 2005] which is described more in detail in Section (3.6). The index "0" refers to the equatorial plane.

According to Roederer [1970], only the equatorial electric field:

\[ \mathbf{E}_0 = \left[ -\left( \frac{C}{R_0^2} + \gamma AR_0^{\gamma-1} \sin \varphi \right), 0, -AR_0^{\gamma-1} \cos \varphi \right] \]  
(3.14)

contributes to the bounce-averaged drift velocity of the guiding center:

\[ \langle \mathbf{V}_D \rangle = \frac{\mathbf{E}_0 \times \mathbf{B}_0}{B_0^2} \]  
(3.15)

Then the radial drift becomes:

\[ \langle \frac{dR_0}{dt} \rangle = \langle V_D \rangle_r = AR_0^{\gamma-1} \cos \varphi \frac{B_{0\theta}}{B_0^2} \]  
(3.16)

Similarly, the azimuthal drift is:

\[ \langle \frac{d\phi}{dt} \rangle = \frac{\langle V_D \rangle_\phi + \langle V_S \rangle_\phi}{R_0} = -\left( \frac{C}{R_0^2} + \gamma AR_0^{\gamma-1} \sin \varphi \right) \frac{B_{0\theta}}{B_0^2} \frac{1}{R_0} + \frac{\langle V_S \rangle_\phi}{R_0} \]  
(3.17)
where \( \langle V_S \rangle_\phi \) is the \( \phi \) component of the bounce-averaged value:

\[
\langle V_s \rangle = \frac{1}{S_b} \int_{s'}^{s''} V_s \frac{ds}{B(s)} = \langle V_B \rangle + \langle V_R \rangle \tag{3.18}
\]

Here \( V_S \) is the magnetic gradient-curvature drift velocity given by Equation (3.10) [Shukhtina, 1993].

### 3.2.2 \( \mu_0 \) — Drift

The bounce-averaged rate of change of the cosine of the particle’s equatorial pitch angle is derived from the conservation of the first (\( M \)) and the second (\( J \)) adiabatic invariants. We use the following relationship between \( M \) and \( J \) [e.g. McIlwain, 1966]:

\[
\frac{M}{J^2} = \frac{P^2 \sin^2 \alpha}{2m_0 B^2 [2R_0 P I^2]} = \frac{\sin^2 \alpha_0}{8m_0 R_0^2 B_0 I^2} = \frac{(1 - \mu_0^2)}{8m_0 R_0^2 B_0 I^2} = const \tag{3.19}
\]

where we use that:

\[
\frac{\sin^2 \alpha}{B} = \frac{\sin^2 \alpha_0}{B_0} \tag{3.20}
\]

and:

\[
\sin^2 \alpha_0 = y^2 \implies \mu_0^2 = \cos^2 \alpha_o = 1 - y^2 \tag{3.21}
\]

Differentiating with respect of time yields:

\[
\frac{d}{dt} \left( \frac{M}{J^2} \right) = 0 \tag{3.22}
\]

and using the relation [Ejiri, 1978]:

\[
\frac{d}{dy} [I(y)] = \frac{I(y)}{y} - \frac{2h(y)}{y} \tag{3.23}
\]
after some algebra: finally for the $\mu_0$-drift we get:

$$\left\langle \frac{d\mu_0}{dt} \right\rangle = \frac{1 - \mu_0^2}{4R_0\mu_0} \int \frac{dR_0}{h(\mu_0)}$$

(3.24)

where:

$$I(\mu_0) = \frac{1}{R_0} \int_0^{s''} \frac{1 - B(s)}{B_n} ds$$

(3.25)

3.2.3 Energy Drift

The magnetic moment of a particle in a magnetic field is:

$$\mu = \frac{mV_1}{2B}$$

(3.26)

Using Equation (3.21) we obtain:

$$\mu = \frac{mV_1}{2B} = \frac{mV^2 \sin^2 \alpha}{2B} = \frac{mV^2 \sin^2 \alpha_0}{2B_0} = \frac{E_2}{B_0}$$

(3.27)

From the preservation of the first adiabatic invariant we have:

$$\left\langle \frac{dE}{dt} \right\rangle = -\frac{3E}{R_0} \left[ 1 - \frac{I(\mu_0)}{6h(\mu_0)} \right] \left\langle \frac{dR_0}{dt} \right\rangle$$

(3.28)

3.3 Charge Exchange Losses

The particles in the ring current ($2 - 9 R_E$) experience collisions with geocoronal hydrogen. Single charge exchange between $H^+$ and atmospheric hydrogen most effectively decreases the population of geomagnetically trapped particles [Stuart, 1959; Dessler and Parker, 1959, e.g.]. The result is the generation of high energy neutral atoms and low energy protons. For such a process the loss rate can be written as:
Here $\sigma_t$ is the charge exchange cross section of the ion species $t$ colliding with the neutral hydrogen with number density $n_H$. Multiple charge exchange processes become important at energies above \textasciitilde 100 keV [Spjeldvik and Fritz, 1978] and are neglected in this study.

Rairden et al. [1986] used the geocoronal measurements (emissions of scattered solar Lyman $\alpha$ radiation) from Dynamics Explorer 1 (DE 1) combined with the Chamberlain model [Chamberlain, 1963] and numerical solutions of the radiative transfer equations to develop a hydrogen density model at high altitudes (Figure 3-1). Rairden et al. [1986] found that the hydrogen profiles vary little with the changes in the solar wind, which was confirmed by later studies [Hodges, 1994; Østgaard et al., 2003, e.g.]. The model has been widely used in the analysis of ring current and ENA generation rates [Kistler et al., 1989; Jordanova et al., 1994, 1997; Fok et al., 1995].

To obtain the bounce-averaged densities at every point along a magnetic field line, first we interpolate the exospheric hydrogen density [Rairden et al., 1986] using the function:

$$N_H = 10.0^Y$$

(3.30)

where

$$Y = a_0 + a_1X + a_2X^2 + a_3X^3 + a_4X^4$$

(3.31)

Here $X$ is the distance from Earth and the coefficients $a$ are:

$$a_0 = 13.326, a_1 = -3.6908, a_2 = 1.1362, a_3 = -0.16984, a_4 = 0.009552.$$ 

The above formula is valid for L-shells from 1.5 to 6.5 and its fit to the Chamberlain model data is given in Figure (3-2). Then we bounce-average the hydrogen densities using the
following formula [Schulz and Blake, 1990]:

\[
\langle H_{\text{Dens}} \rangle = \frac{1}{4R_0 h(\mu_0)} \int \frac{N_H(s)}{\sqrt{1 - \frac{B(s)}{B_m}}} ds
\]  

(3.32)

In the present study we consider that the ring current consists of H\(^+\), He\(^+\), and O\(^+\) ions. The measurements for the charge exchange cross sections \(\sigma_i\), extending to low ion energies, are obtained from the Oak Ridge National Laboratory (ORNL). Phaneuf et al. [1987] provide data for the charge exchange cross sections of O\(^+\) ions colliding with neutral hydrogen gas, while Barnet [1990] - for those of H\(^+\) and He\(^+\) ions. These measurements together with the corresponding polynomial fits used in this study are shown in Figure (3-3, after Fok et al. [1993])

### 3.4 Atmospheric Losses

Ring current particles with smaller pitch angles mirror closer to Earth and thus encountering denser atmosphere. Some particles reach very low altitudes where the atmospheric density is large enough that the scattering of these particles is highly probable. A particle mirroring at such a low altitude is very likely to be "absorbed" by the atmosphere and hence lost from the radiation belts. This altitude, at which absorption occurs, determines the loss cone boundary, and in the RAM model it is assumed to be 200km.

The absorption of ring current particles in the atmosphere, due to emptying of the loss cone (twice per bounce period \(\tau_b\)) is taken into account by introducing the loss term [Lyons, 1973]:
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\[ \left( \frac{\partial Q}{\partial t} \right)_{\text{atm}} = - \frac{Q}{\tau_{\text{atm}}} \text{, where } \tau_{\text{atm}} = \begin{cases} \frac{\tau_B}{2}, & \text{inside the loss cone} \\ \infty, & \text{outside the loss cone} \end{cases} \quad (3.33) \]

where:
\[ \tau_B = \frac{2}{v} \int_{s''}^{s'} \frac{ds}{\sqrt{1 - \frac{B(s)}{B_m}}} = \frac{4R_0}{v} h(\mu_0) \quad (3.34) \]

The spatial variations of the distribution function \( Q \) within the loss cone due to atmospheric collisions at low altitudes are neglected.

### 3.5 Ring Current Characteristics and Aeronomical Effects

This section describes the calculation of different characteristics and aeronomical effects of ring current decay in RAM-ND. The ring current parameters are obtained by taking the moments of the distribution function \( Q \).

The total number of ring current particles and the total ring current energy are respectively \([\text{Jordanova, 1995}]\):

\[ N_{\text{tot}} = \int QdV = 8\pi \sqrt{2m_i^3} \int_{R_1}^{R_2} dR_0 \int_0^{2\pi} d\varphi \int_{E_1}^{E_2} dE \int_0^{\mu_{\text{oc}}} d\mu_0 R_0^2 \mu_0 \sqrt{E} h(\mu_0) Q \quad (3.35) \]

\[ E_{\text{tot}} = \int EQdV = 8\pi \sqrt{2m_i^3} \int_{R_1}^{R_2} dR_0 \int_0^{2\pi} d\varphi \int_{E_1}^{E_2} dE \int_0^{\mu_{\text{oc}}} d\mu_0 R_0^2 \mu_0 E^{3/2} h(\mu_0) Q \quad (3.36) \]

Here \( R_1, R_2, E_1, E_2 \) are the lower and upper radial and energy boundaries and \( \mu_{\text{oc}} \) is the cosine of the equatorial pitch angle, corresponding to the upper edge of the atmospheric loss cone.

The quantitative relationship between the energy density contained in the ring current and the resulting perturbation in the magnetic field at the surface of the Earth is given by the
Dressler-Parker-Sckopke (DPS) relation (Equation 2.5), which for a dipole approximation can be rewritten in standard units in the following form:

\[
\Delta B[nT] = (3.98 \times 10^{-30})E_{tot}[keV] \tag{3.37}
\]

The above change in the Earth’s magnetic field is the \(D_{st}\) index due to the development in the stormtime ring current.

The number density and the energy density of a ring current specie \(t\) at a given point in the equatorial plane are respectively:

\[
n_t(R_0, \varphi) = 4\pi \int dp_\parallel dp_\perp Q_p_p = 4\pi \sqrt{2m^3_t} \int_{E_1}^{E_2} \int_0^{\mu_{oc}} dE d\mu_0 \sqrt{E}Q \tag{3.38}
\]

\[
E_t(R_0, \varphi) = 4\pi \int dp_\parallel dp_\perp EQ_p_p = 4\pi \sqrt{2m^3_t} \int_{E_1}^{E_2} \int_0^{\mu_{oc}} dE d\mu_0 \sqrt{E}Q \tag{3.39}
\]

The relation between the phase space distribution function \(Q\) and the magnitude of the equatorial directional flux \(j_0\), defined as the number of particles of specie \(t\) with unit energy and unit solid angle, crossing unit equatorial area perpendicular to their direction of incidence per unit time is:

\[
j_0 = 2m_tEQ \tag{3.40}
\]

### 3.6 Tsyganenko Magnetospheric Field Model

In our study we use T04s magnetospheric field model [Tsyganenko et al., 2003; Tsyganenko and Sitnov, 2005] as a replacement for the dipole field which has been used to approximate the Earth’s magnetic field in the previous version of RAM model. The T04s model is based on a set of data, containing only events with \(D_{st} \leq -65\) nT, representing strongly disturbed configurations of the near geomagnetic field \((R < 15 R_E)\) and their evolution.
during the storm cycle. In all cases, only those storms were selected for which concurrent solar wind and IMF data were available for the entire duration of the event. Interplanetary medium data were provided by Wind, ACE, IMP 8 and Geotail. The inner magnetospheric field is computed using the T01 model [Tsyganenko, 2002a,b], with a duskside partial ring current with variable amplitude and scale size, an essential part of the storm-time current system. The T04s model describes well the magnetospheric configuration for both quiet and disturbed conditions [Tsyganenko and Sitnov, 2005].

Following the general approach presented in detail in previous versions of the Tsyganenko model [Tsyganenko, 2002a,b], the external model field in T04s is approximated by a linear combination of seven vectors: (1) the Chapman-Ferraro field $B_{CF}$, confining the Earths internal field within the magnetopause, (2) the tail field $B_T$, (3) the field $B_{SRC}$ of a symmetrical ring current, (4) the field of a partial ring current $B_{PRC}$, (5) — (6) the fields of the Region 1 and 2 Birkeland current systems, and (7) a penetrated component of the IMF given by an "interconnection" term $B_{int} = \varepsilon B_{\perp}^{IMF}$. The T04s model uses as input parameters Solar Wind Ram Pressure ($P$), $Dst$ index, IMF $B_y$, IMF $B_z$, and six variables $W_1$-$W_6$ which are calculated according to the IMF $B_z$, alpha-to-proton ratio, solar wind proton density, and solar wind velocity values [Tsyganenko and Sitnov, 2005].
Figure 3-1: Exospheric hydrogen density versus radial distance for different Chamberlain model fits. The solid line is the model that provides best fit the the DE 1 geocoronal observations (after Rairden et al., 1986).

Figure 3-2: Analytical fit of the function in Equation (3.30) (solid line) to the Chamberlain model data (stars).
Figure 3-3: Charge exchange cross sections of H⁺, He⁺, and O⁺ reported by Oak Ridge National Laboratory (Phaneuf et al., 1987; Barnett, 1990). Solid lines are polynomial fits (after Fok et al., 1993).
CHAPTER 4

THE NUMERICAL MODEL

4.1 The Numerical Scheme of RAM

The bounce-averaged kinetic equation (3.3) is solved with a time-splitting numerical scheme, i.e. the finite difference algorithm is split into a sequence of one-dimensional simple equations, and the solution is advanced at each time step by a single operator. The order of the solution operators is reversed in the next time step to achieve second order accuracy in time. A flux-limiter high-resolution scheme is used to solve the first order advective terms. An exact solution exists for the charge exchange and the atmospheric loss terms. The complete details of the model are given in Jordanova [1995].

4.1.1 Time splitting

The splitting operators for the bounce-averaged equation (3.3) are given in Jordanova [1995]. The time-splitting numerical scheme of Yanenko [1971] is the method used to solve Equation (3.3) in multi-dimensions. The idea is to reduce the multi-dimensional scheme to one-dimensional methods, applied alternately for each dimension.

Suppose we have an equation of the form:

\[ \frac{\partial u}{\partial t} = Lu \]  

(4.1)
where the operator $L$ is a sum of several additive operators:

$$L = L^1 + L^2 + \ldots + L^n$$  \hspace{1cm} (4.2)

Then an approximate solution is found by solving a system of simple one-dimensional equations:

$$\begin{align*}
\frac{\partial u}{\partial t} &= L^1 u \\
&\quad \ldots \\
\frac{\partial u}{\partial t} &= L^n u
\end{align*}$$  \hspace{1cm} (4.3)

where the solution of each equation is used as an initial condition for the next one. Further, second order accuracy for each of the one-dimensional schemes can be achieved using the Strang time splitting method [Strang, 1968]: each one-dimensional solution is advanced over the first half time step and then reversed in order to complete the time step.

### 4.1.2 High – Resolution Schemes

In the RAM model, the finite volume method is used to solve the first order terms in equation (3.3) as described in Jordanova [1995]. In the finite volume method, volume integrals in a partial differential equation that contain a divergence term are converted to surface integrals. These terms are then evaluated as fluxes at the surfaces of each finite volume. The values of the conserved variables are located within the volume element, and not at nodes or surfaces. Further, the fluxes are computed using either first order upwind scheme, or a second order Lax-Wendroff numerical scheme, depending on the smoothness of the solution. These methods have been described in great detail elsewhere [Flannery et al., 1992; Jordanova, 1995; Chung, 2002].
4.2 Bounce — Averaging along a Field Line

The analytic expressions for the integrals in equations (3.2) and (3.25) can be explicitly written for a dipole magnetic field [e.g., Ejiri, 1978]. Explicit solutions in the case of a dipole field can also be derived for the bounce-averaged gradient-curvature particle drift velocity [e.g., Roederer, 1970] and the bounce-averaged exospheric hydrogen density [e.g., Schulz and Blake, 1990]. For a realistic model of the magnetospheric field, the particle drift paths, velocities, and respective bounce-averaged quantities must be computed numerically.

Starting in the SM equatorial plane, first we trace the lines southward and then northward until we reach the ionosphere. Then we interpolate the magnetic field between each pair of tracing points \((s_1, s_2)\) using simple linear polynomials (Figure 4-1). If \(s_1\) and \(s_2\) denote distances from the beginning of the magnetic line to the respective two points, then for such a pair of points we can write a system of two linear equations:

\[
\begin{align*}
B(s_1) &= a_B s_1 + b_B \\
B(s_2) &= a_B s_2 + b_B
\end{align*}
\]

where the magnetic field \(B\) along the field line is written as a function of the field line length \(s\). Thus, for each pair of points we can find the polynomial coefficients \(a_B\) and \(b_B\). If the tracing step is properly chosen, then the linear approximation gives a fast and accurate solution. In our model we use an adaptive tracing step. It becomes smaller close to the ionosphere and the equatorial plane in SM coordinates.

After we find \(a\) and \(b\) for each pair \((s_1, s_2)\) we can find the exact location of the mirror points defined by the relation for a given equatorial pitch \(\alpha_0\):

\[
\sin \alpha_0 = \frac{B_0}{B_m}
\]
where $B_m$ is the magnetic field at the mirror point. The index 0 refers to the Solar Magnetic (SM) equatorial plane.

Using the above results, we approximate the integrals in equations (3.2) and (3.25):

$$
\int_{s_1}^{s_2} \frac{ds}{\sqrt{1 - \frac{B(s)}{B_m}}} \to \int_{s_1}^{s_2} \frac{ds}{\sqrt{1 - \frac{a_B s + b_B}{B_m}}} = -\frac{2B_m}{a_B} \left( 1 - \frac{a_B s + b_B}{B_m} \right)^{-\frac{1}{2}} \bigg|_{s_1}^{s_2} \tag{4.6}
$$

$$
\int_{s_1}^{s_2} \sqrt{1 - \frac{B(s)}{B_m}} ds \to \int_{s_1}^{s_2} \sqrt{1 - \frac{a_B s + b_B}{B_m}} ds = -\frac{2B_m}{3a_B} \left( 1 - \frac{a_B s + b_B}{B_m} \right)^{-\frac{3}{2}} \bigg|_{s_1}^{s_2} \tag{4.7}
$$

This numerical technique removes the singularity from the denominator in the first integral.

Thus, we calculate the integrals for each of the two points located between the two mirror points $s'$ and $s''$ (including $s'$ and $s''$). Then we sum the results in order to find the overall value of $h(\mu_0)$ and $I(\mu_0)$ for a given field line and equatorial pitch angle.

We use the same method to compute the bounce-averaged gradient curvature velocity and hydrogen density. We find the respective pairs of linear coefficients $(a_n, b_n)$ and approximate the integrals (which are of the same type) in equations (3.18) and (3.32):

$$
\int_{s_1}^{s_2} \frac{n(s)}{\sqrt{1 - \frac{B(s)}{B_m}}} ds \to \int_{s_1}^{s_2} \frac{a_n s + b_n}{\sqrt{1 - \frac{a_B s + b_B}{B_m}}} ds =
-\frac{2B_m}{3a_B} \left( 1 - \frac{a_B s + b_B}{B_m} \right)^{-\frac{3}{2}} \bigg|_{s_1}^{s_2} \tag{4.8}
$$

Again the singularity in the denominator is removed and then the integration proceeds as described above. All numerical derivatives along a field line are computed as simple first order finite differences.
4.3 Numerical Accuracy Tests of the Bounce – Averaging Technique

The proper calculation of the integrals in equations (3.2) and (3.25) is of major importance for the implementation of a non-dipole magnetic field in RAM. To estimate the accuracy of the numerical technique described above, first we calculate \( h(\mu_0) \) and \( I(\mu_0) \) as a function of the pitch angle for a dipole field configuration and compare them with their analytic values [Ejiri, 1978]. The results are presented in Figures (4-2) and (4-3) respectively. Both plots show that the numerical calculation overlaps with the analytic curve for the most part except for small pitch angles. The slight difference is due to extrapolation at small pitch angles. The smaller the pitch angle is, the farther from the equatorial plane the particle travels along a field line. The farthest a particle can travel is until it reaches the ionosphere. This travel distance along the field line corresponds to some critical equatorial pitch angle value which defines the loss cone [e.g., Parks, 2004]. Thus, for pitch angle values smaller than the loss cone pitch angle we need to extrapolate in order to find the integrals for \( h(\mu_0) \) and \( I(\mu_0) \). For this we use 3rd order polynomials. Due to the cosine nature of the analytical curve, these polynomials are not very successful in the region of pitch angles close to 0. The numerical error in this case can reach \( \sim 3\% \).

The comparison of the analytical bounce-averaged hydrogen densities and the computed ones (equation 3.32) versus distance from Earth for a dipole field is shown in Figure (4-4). The results are presented for pitch angles 20, 50, and 80 degrees. The numerically calculated \( \langle H_{\text{Dens}} \rangle \) fits well the analytical function for big pitch angles (50 and 80 degrees), i.e. pitch angles greater than the loss cone, for all radii. For smaller pitch angles there is a slight difference between the calculated \( \langle H_{\text{Dens}} \rangle \) and the analytical curve at lower L-shells due to extrapolation. The analytical bounce-averaged density behaves in a way similar to an exponential. Here we extrapolate using a second order polynomial. This choice of the
extrapolating function is due to some numerical limitations. Closer to Earth the magnetic field lines are shorter in length and the result is smaller number of tracing steps for a field line. Also, there is a limit to how small the tracing step can be because of computational error restrictions. These two factors define the maximum possible number of tracing points over a field line. For strongly distorted stormtime field the number of points describing a line close to Earth can be as little as \( \sim 5 - 10 \) points. This is not enough to perform exponential extrapolation. For this particular case 3rd order polynomials are also possible, but their oscillations around the analytical curve are stronger. Another reason for not choosing an exponential extrapolation is that its increase is too rapid and could yield quite erroneous results. Again the numerical error can reach \( \sim 3\% \) for small pitch angles.

Figure (4-5) shows the bounce-averaged magnetic curvature drift velocity versus distance from Earth for pitch angles 20, 50, and 80 degrees. A third order polynomial extrapolation is then applied for small pitch angles. The numerically computed \( \langle V_S \rangle \) (equation 3.18) is in a good agreement with the analytical values for a dipole field even for small pitch angles [e.g., Roederer, 1970]. The contribution of \( \langle V_R \rangle \) in equation (3.18) is zero in the dipole case because of the symmetry in the field geometry. In order to check the accuracy of our computational method for \( \langle V_R \rangle \) we plot the relative difference between \( \langle V_S \rangle \) (equation 3.18) and \( \langle V_B \rangle \) in Figure (4-6). The highest values are about 0.6\% which is much smaller than our numerical error.

### 4.4 Accuracy Tests for RAM

To test the implementation of the numerical techniques in our non-dipole model RAM-ND we run calculations for a dipole field configuration and compare the results with those from RAM. Here we present tests for the time evolution of the trapped equatorial particle flux, the total energy and total particle number for \( \text{H}^+ \) ions. The results are for the geo-
magnetic storm of April 21-25, 2001, which is discussed in greater detail in Chapter 5. Here we present test results for hour 12 (quiet prestorm period, $D_{st} = -6$, $K_p = 1$) and hour 36 (around the storm peak, $D_{st} = -64$, $K_p = 5$).

4.4.1 Equatorial Particle Flux

The time evolution of the equatorial particle flux for $H^+$ ions is shown in Figures (4-7) through (4-12). Each table shows plots for MLT=0, 9, 15 and L=2, 4, 6. The plots are for PA=20, 50, 80 degrees and DOY 2001:111 at 12:00 UT and DOY 2001:112 at 36:00 UT. The calculation starts at hour 10.5 (DOY 2001:111 at 10:30 UT). The plots for hour 12 basically present the initial quiet phase of the storm and the plots at hour 36 are for the peak of the storm.

The results for PA=20, hour 12 are shown in Figure (4-7). The fluxes for L=2 and MLT=0, 9 for RAM and RAM-ND coincide well for the whole energy range. For L=2, MLT=15 RAM-ND gives a little higher flux for energy of about 230 keV. For L=4 the flux for both models are the same except for MLT=0 where there is a little difference for energies $> 200$ keV. For L=6 RAM-ND gives slightly different fluxes for energies $> 200$ keV and for MLT=9 there is a difference in the low energy range. The error is much smaller than our numerical error of about 3% in the bounce-averaging technique.

For PA=20, hour 36 RAM-ND and RAM give equal results. There are slight differences for L=2 and MLT=0, 15 for high energies, and also for L=4, 6 and MLT=9 in the $\sim 20 - 50$ keV energy range.

The calculations for PA=50 degrees are in a good agreement for both models. For hour 12, L=6, MLT=9 the flux differs for low energies and again for energy $> 200$ keV. The results for hour 36 for the all nine plots show that RAM-ND coincide very well with the RAM calculations.
For PA=80 degrees the agreement for RAM and RAM-ND is very good. The results only differ for hour 12, L=6, MLT=9 for the low energy range and for L=2, 4 and MLT=15 they differ slightly for the high energy range. For hour 36 the difference is only for L=2, MLT=0 for the high energies and for L=4, MLT=9 for energy of ~ 20 keV.

4.4.2 Total Energy and Total Number of Particles

A different way to test the numerical stability of our model is to examine the total ring current energy and the total particle number. The total ring current energy for the April 2001 storm period is plotted in Figure (4-13) for RAM and RAM-ND with a dipole field. The time axis shows hours after 0:0 UT on April 21. The RAM-ND model gives results which are in a good agreement with RAM. The highest difference of about 3% is at hour 40. The situation for both models for the total particle number in Figure (4-14) is similar. The biggest difference between the particle number calculated by the two models again is around hour 40.
Figure 4-1: This figure shows a representative field line tracing and the individual steps (solid circles). At each tracing step we find the values of the variable $B(s)$. Then we use linear interpolation between each pair of points. We integrate the acquired linear polynomials and sum them to find the total integral value over the field line between the two mirror points $s'$ and $s''$. The exact position of each mirror point (the position of $B_m$) is found using the respective linear interpolation polynomial between the corresponding tracing points.

\[
\begin{align*}
B(s_1) &= a_B s_1 + b_B 
&\Rightarrow (a_B, b_B) \\
B(s_2) &= a_B s_2 + b_B
\end{align*}
\]
Figure 4-2: Comparison between the theoretical (red) and numerically computed (green) $h(\mu_0)$ as a function of the pitch angle for dipole magnetic field.

Figure 4-3: Comparison between the theoretical (red) and numerically computed (green) $I(\mu_0)$ as a function of the pitch angle for dipole magnetic field.
Figure 4-4: Comparison between the theoretical (red) and numerically computed (green) bounce-averaged hydrogen density ($H_{\text{Dens}}$) as a function of the distance to Earth for three pitch angle 20 (left), 50 (middle) and 80 (right) degrees for dipole magnetic field.

Figure 4-5: Comparison between the theoretical (red) and numerically computed (green) bounce-averaged magnetic curvature drifts velocity ($V_S$) versus distance from Earth for pitch angles 20, 50, and 80 degrees and for energy 100 keV.
Figure 4-6: Contribution of \( \langle \hat{V}_R \rangle \) in equation (3.18) presented as a relative difference versus distance from Earth for pitch angles 20, 50, and 80 degrees and for energy 100 keV.
Figure 4-7: Trapped equatorial H\(^+\) flux vs. energy for MLT=0, 9, 15, L=2, 4, 6, PA=20°, hour 12 after the beginning of the storm (DOY 2001:111 at 12:00 UT)
Figure 4-8: Trapped equatorial H\textsuperscript{+} flux vs. energy for MLT=0, 9, 15, L=2, 4, 6, PA=20°, hour 36 after the beginning of the storm (DOY 2001:112 at 36:00 UT)
Figure 4-9: Trapped equatorial H\(^+\) flux vs. energy for MLT=0, 9, 15, L=2, 4, 6, PA=50\(^\circ\), hour 12 after the beginning of the storm (DOY 2001:111 at 12:00 UT)
Figure 4-10: Trapped equatorial H\(^+\) flux vs. energy for MLT=0, 9, 15, L=2, 4, 6, PA=50°, hour 36 after the beginning of the storm (DOY 2001:112 at 36:00 UT)
Figure 4-11: Trapped equatorial H⁺ flux vs. energy for MLT=0, 9, 15, L=2, 4, 6, PA=80°, hour 12 after the beginning of the storm (DOY 2001:111 at 12:00 UT)
Figure 4-12: Trapped equatorial H\(^+\) flux vs. energy for MLT=0, 9, 15, L=2, 4, 6, PA=80°, hour 36 after the beginning of the storm (DOY 2001:112 at 36:00 UT)
Figure 4-13: Total ring current H\textsuperscript{+} energy vs. time for RAM (red) and RAM-ND (green) for a dipole field.

Figure 4-14: Total number of ring current H\textsuperscript{+} ions vs. time for RAM (red) and RAM-ND (green) for a dipole field.
CHAPTER 5

MODEL RESULTS

In the present study we model the moderate storm of April 21, 2001 which was selected by the Inner Magnetosphere-Storm (IMS) campaign of the Geospace Environment Modeling (GEM) program at the National Science Foundation (NSF). In Section 5.1 we present the initial and boundary conditions for the RAM model [Jordanova et al., 2006] and the input data for the T04s magnetospheric field model. In Section 5.2 we present results for the bounce-averaged exospheric hydrogen densities and magnetic gradient-curvature drift velocities. The time evolution of the trapped equatorial flux is discussed in Section 5.3. In Section 5.4 we compare the modeled spin averaged fluxes with satellite observations. The total ring current energy and the total particle number for different ion species is discussed in Section 5.5. An approximate calculation of the stormtime $Dst$ index is presented in Section 5.6.

5.1 Observations

5.1.1 Interplanetary Data

The hourly averaged solar wind plasma and interplanetary magnetic field data for the storm of April 21-23, 2001 obtained by the Advanced Composition Explorer (ACE) [McComas et al., 1998; Smith et al., 1998] are presented in Figure (5-1). A delay in the data of about 60 minutes accounts for the signal propagation towards Earth. An interplanetary
shock was observed at hour ~ 16. After the shock the total magnetic field increased in magnitude, the solar wind velocity went up from ~ 350 to ~ 400 km/s, the dynamic pressure increased to about 6.5 nPa, and the proton density increased from ~ 5 to ~ 25 cm⁻³. The IMF $B_z$ reached a minimum of about -13 nT at hour 35. The magnetic fields were strong and smooth after hour 24 which was an indication of a magnetic cloud. The polar cap potential reached a maximum of about 140 kV at hour ~ 35 [Jordanova et al., 2006]. The magnetic cloud caused a moderate geomagnetic storm with $Dst = -102$ nT and $Kp = 6^+$ at hour ~ 40. The recovery phase lasted for more than ~ 30 hours.

5.1.2 Magnetospheric Data

The energetic particle observations from the Los Alamos National Laboratory (LANL) satellites at geosynchronous orbit provide realistic boundary conditions for the model. The Magnetospheric Plasma Analyzer (MPA) [McComas et al., 1993] (energy range 1eV-40keV), and the Synchronous Orbit Particle Analyzer (SOPA) [Belian et al., 1992] (energies >50 keV) on LANL satellites 080, 084, and 01A measured the ion fluxes during the April 21-23 storm period. These satellites were located at about 90° separation in longitude and provided very good coverage of the time-varying magnetospheric conditions at geosynchronous orbit. Interpolation at the boundaries is used when there is no satellite data available. The heavy ion composition at the nightside boundary is determined as a function of geomagnetic and solar activity according to Young et al. [1982]. The losses through the dayside magnetopause in the model correspond to a free outflow from the dayside boundary [Jordanova, 1995]. The contribution from direct injection of ionospheric ions is not considered in the model.

As initial conditions on the nightside we use the quiet time statistical data set from Sheldon and Hamilton [1993]. The authors studied the transport and loss of ions in the
Earth’s quiet time ring current and constructed a data set with full local time coverage from measurements made by the AMPTE/CCE-CHEM instrument in near equatorial orbit at $2 - 9 R_E$; on the dayside (6 to 18 MLT) the initial ring current distributions are assumed zero.

5.1.3 Input data for T04s model

The input data for the T04s model are the dynamic pressure $P_{\text{dyn}}$ (SWRP), $Dst$, IMF $B_y$, IMF $B_z$, and the six variables W1-W6. The W1-W6 parameters are prepared before the actual storm simulation (courtesy to N. Tsyganenko, GSFC). The interplanetary data necessary for the calculation are the IMF $B_z$ in GSM coordinates, the alpha-to-proton ratio, the proton density and the solar wind velocity [Tsyganenko and Sitnov, 2005]. The hourly averaged input data are updated at every hour without interpolation at intermediate time steps (a step-like input update).

5.2 Bounce — Averaged Exospheric Hydrogen Density and Magnetic Gradient — Curvature Drift Velocity

To show the change in the bounce-averaged exospheric hydrogen density and bounce-averaged magnetic gradient curvature drift velocity in the time-varying T04s magnetic field we plot them at eight different times during the storm period. Table (5.1) shows the respective input parameters for the T04s model: Solar Wind Ram Pressure ($P$), the stormtime index $Dst$, the southward IMF $B_y$ and $B_z$, and the variables W1-W6.

The relative difference $(B_{0\text{T04s}} - B_{0\text{Dipole}})/B_{0\text{Dipole}}$ in the equatorial magnetic field between T04s and dipole is shown in Figure (5-2). The Sun is on the right hand side in all plots. For quiet time T04s field is smaller than the dipole filed on the midnight side and the difference reaches up to -25%. On the noon side the difference in the magnetic field is close to 0% for
Table 5.1: Input parameters for the T04s model at eight different times during the April 21-24, 2001 storm: Solar Wind Ram Pressure ($P$), the stormtime index $Dst$, the southward IMF $B_y$ and $B_z$, $W_1$, $W_2$, $W_3$, $W_4$, $W_5$, $W_6$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>111 11:30</td>
<td>1.34</td>
<td>11</td>
<td>-1.30</td>
<td>-1.50</td>
<td>0.16</td>
<td>0.23</td>
<td>0.02</td>
<td>0.10</td>
<td>0.30</td>
<td>0.39</td>
</tr>
<tr>
<td>112 00:30</td>
<td>7.14</td>
<td>29</td>
<td>1.80</td>
<td>7.90</td>
<td>0.19</td>
<td>0.25</td>
<td>0.06</td>
<td>0.15</td>
<td>0.18</td>
<td>0.91</td>
</tr>
<tr>
<td>112 10:30</td>
<td>7.51</td>
<td>-42</td>
<td>-9.60</td>
<td>-11.10</td>
<td>2.05</td>
<td>2.77</td>
<td>0.46</td>
<td>3.05</td>
<td>2.11</td>
<td>3.39</td>
</tr>
<tr>
<td>112 16:30</td>
<td>3.54</td>
<td>-101</td>
<td>0.80</td>
<td>-10.80</td>
<td>2.87</td>
<td>3.75</td>
<td>0.97</td>
<td>4.20</td>
<td>2.38</td>
<td>4.55</td>
</tr>
<tr>
<td>112 21:30</td>
<td>2.12</td>
<td>-72</td>
<td>4.60</td>
<td>-8.50</td>
<td>2.36</td>
<td>2.83</td>
<td>1.19</td>
<td>2.81</td>
<td>1.69</td>
<td>3.13</td>
</tr>
<tr>
<td>113 03:30</td>
<td>1.97</td>
<td>-69</td>
<td>1.30</td>
<td>-8.70</td>
<td>1.55</td>
<td>1.93</td>
<td>1.19</td>
<td>1.65</td>
<td>1.35</td>
<td>2.28</td>
</tr>
<tr>
<td>113 13:30</td>
<td>1.83</td>
<td>-40</td>
<td>6.00</td>
<td>0.20</td>
<td>0.57</td>
<td>0.41</td>
<td>1.12</td>
<td>0.37</td>
<td>0.10</td>
<td>0.43</td>
</tr>
<tr>
<td>114 00:30</td>
<td>1.10</td>
<td>-16</td>
<td>6.40</td>
<td>3.10</td>
<td>0.02</td>
<td>0.00</td>
<td>0.80</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

The relative differences $\left( \left\langle H_{Dens}\right\rangle^{T04s} - \left\langle H_{Dens}\right\rangle^{Dipole} \right) / \left\langle H_{Dens}\right\rangle^{Dipole}$ in the bounce-averaged hydrogen densities $\left\langle H_{Dens}\right\rangle$ for equatorial pitch angle $35^\circ$ are shown in Figure (5-3). The quiet time values (first plot) calculated for the T04s field are smaller on the midnight side with a difference of about -5% at $\sim 6 \, R_E$ and about 0% at $2 \, R_E$ and 5% towards the noon side at $6.5 \, R_E$. For disturbed conditions (DOY 112 at 09:30 UT to DOY 114 at 00:30 UT) the T04s field configuration becomes more "dipolar" and the relative difference gradually decreases.
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113 at 02:30 UT) there is a sharp transition in the relative difference towards dusk-midnight (around 4 \(R_E\)) and the hydrogen densities for the T04s field become smaller with about -30% than those for dipole magnetic field at the peak of the storm (DOY 112 at 15:30 UT). The relative difference stays around the -5% value in the region between 2 \(R_E\) and 4 \(R_E\). Towards the end of the recovery phase (DOY 114 at 00:30 UT) the bounce-averaged hydrogen density for T04s does not differ much from the one for a dipole field.

When the magnetosphere is compressed by the solar wind on the noon side the magnetic field lines move closer to Earth. In this case we integrate through a region with higher hydrogen density and \(\langle H_{Dens} \rangle\) for the T04s model is bigger than the one for a dipole field. On the midnight side the field lines stretch farther from Earth and the integration happens in a region with less hydrogen and in this case the bounce-averaged density is smaller than the one for a dipole field. These results are important for the calculation of charge exchange losses in the terrestrial ring current [e.g. Sheldon and Hamilton, 1993; Jordanova et al., 1994; Fok et al., 1995, 1996].

Figure (5-4) shows the relative differences in the bounce-averaged magnetic gradient-curvature drift velocities for equatorial pitch angle 35°. The top left panel shows the relative difference between \(\langle V_B \rangle\) in (3.11) for T04s model and for dipole field for quiet time (prestorm) conditions. The energy of the particles is 100 keV. For quiet time the difference varies between 20% on the nightside and -20% on the dayside. For stormtime geomagnetic field configuration (DOY 112 at 09:30 UT to DOY 113 at 02:30 UT) the difference increases and at the storm peak it is respectively between \(\sim 200\%\) (midnight-dusk) and about \(-10\%\) to \(-20\%\) (dawn-noon); differences over 250\% are seen in an isolated region at magnetic local times \(\sim 17\) to 21 and \(L \sim 5.5\) to 6.5. Differences between 100\% and 200\% in the bounce-averaged drifts are mostly located in the region between 4 and 5.5 \(R_E\) towards midnight for MLT \(\sim 15\) to 04 where the partial ring current is observed. During the recovery phase the
difference decreases gradually and towards the end of the storm (DOY 114 at 00:30 UT) is similar to the one for prestorm conditions (quiet time). We find that the contribution of \( \langle V_R \rangle \) in equation 3.18 is around \( \sim 5\% \) at places where the bounce-averaged gradient-curvature velocity is highest and less than 5\% everywhere else [Vapirev and Jordanova, 2007]. This result shows that the calculation of only \( \langle V_B \rangle \) in equation 3.18 is a good approximation when modeling the magnetic gradient-curvature drifts of charged particles in the inner magnetosphere.

Equation (3.11) shows that when the T04s model field decreases compared to a dipole (Figure 5-2), the gradient-curvature velocity \( V_B \) becomes much bigger than the one in the dipole case. The realistic magnetic field geometry results in higher field gradients especially on the dusk-midnight side \( (L > 4) \) where the field lines become significantly stretched and twisted. The high gradients together with the strong magnetic field dependency yield much bigger bounce-averaged magnetic gradient-curvature drifts than the corresponding ones for a dipole field.

### 5.3 Time Evolution of the Trapped Equatorial Flux

The equatorial H\(^+\) flux as a function of the particle energy at hour 40 for pitch angles 50\(^\circ\) and 80\(^\circ\) is plotted in Figure (5-5) and Figure (5-6) respectively. The presented results are for RAM (red) and RAM-ND (green) for MLT=0, 9, 15 and \( L = 2, 4, 6 \). For both pitch angles and \( L = 2 \) the two models give similar results because close to Earth the magnetic field still resembles a dipole during moderate storms. At \( L = 2 \) the bounce-averaged hydrogen density has similar values for both T04s and dipole which suggests that the charge exchange loss rate is the same for both models. The difference is at MLT=0 for very low flux values \( (\sim 10^{-1}) \) where RAM-ND gives a higher flux at energy \( \sim 35 \) keV for PA=50\(^\circ\) and energy \( \sim 25 \) keV for PA=80\(^\circ\).
At $L=4$, $MLT=0$, 15 both plots show that the RAM-ND flux has a stagnation dip slightly shifted towards smaller energies. At $L=4$, $MLT=9$ for both pitch angles RAM-ND gives higher flux than RAM and for PA=80° the stagnation dip is shifted towards smaller energy. At $L=4$ the T04s bounce-averaged hydrogen density becomes smaller which suggests that the smaller charge exchange rate would be responsible for a higher flux at $MLT=15$. The bounce-averaged velocity for T04s, however, is higher with about 50% giving higher azimuthal drifts and shifting the dip towards smaller energy. Low energy particles drift eastward and high energy particles drift westward. Ions with certain energies experience similar in magnitude eastward and westward drifts and this results in a very slow drift velocity. The dip in the energy spectra corresponds to particles which have either not reached the observation point, or have experienced significant losses during their slow drift towards the observation point. Higher azimuthal particle drifts (higher bounce-averaged magnetic gradient-curvature drift velocity) for the T04s model means that the high energy particles move faster in the T04s field and the high energy flux increases faster on the prenoon side which explains the overall shift of the RAM-ND flux profiles towards smaller energies in comparison with the RAM flux at a certain time (hour 40).

The fluxes for PA=50° and PA=80°, $L=6$, $MLT=0$, 9, 15 are similar for both models with slightly smaller values for RAM-ND at higher energies. For PA=80°, $L=6$, $MLT=9$ RAM-ND gives higher flux in the range $\sim 10-20$ keV, while the RAM flux has a profound dip in the curve. The shift of the stagnation dip at $L=6$, $MLT=9$, PA=50° for RAM-ND is due to the higher azimuthal particle drifts. The azimuthal drift is proportional to the pitch angle - the higher the pitch angle, the higher the drift for a westward moving particles and vice versa for an eastward drift. This explains the additional stagnation dip shift towards lower energies for larger pitch angles, more clearly expressed for RAM-ND than for RAM. The "flattened" flux profile for PA=80° at $L=6$, $MLT=9$ is due to the stronger
pitch angle dependency of the azimuthal drift for T04s field in combination with smaller bounce-averaged exospheric density (less ion losses) at larger L-shells.

Figure (5-7) and Figure (5-8) show the equatorial He\(^+\) flux as a function of the particle energy for pitch angles 50\(^\circ\) and 80\(^\circ\) respectively. At L=2, MLT=0, PA=50\(^\circ\) the flux for both RAM and RAM-ND models is the same. The RAM-ND fluxes for MLT=9, 15 are slightly higher in the lower energy range than those for RAM. For L=2, PA=80\(^\circ\) the RAM-ND flux significantly differs from the RAM flux in the energy range \(\sim 5 - 50\) keV for MLT=0, 9 and it is higher at low energies for MLT=15. At L=4 on both plots RAM-ND flux is slightly shifted towards the lower energies for MLT=0, 15 and it has higher values around \(\sim 10 - 50\) keV. At L=6, MLT=0, 9, 15 the RAM-ND gives lower flux than RAM for energies \(> 100\) keV. At MLT=9 for PA=80\(^\circ\) the RAM-ND flux is higher around \(\sim 10 - 20\) keV. At L=2, MLT=0, 9, 15 and MLT=9, L=2, 4, 6 the He\(^+\) ions with low and medium range energies show higher flux for RAM-ND than for RAM. The RAM model provides a reasonably accurate calculation of the trapped equatorial flux for PA=50\(^\circ\), but its dipole field approximation differs significantly (order of \(\sim 10^2\)) from the RAM-ND flux at L=2 and MLT=9 for PA=80\(^\circ\) at energies \(\sim 3 - 20\) keV. At large L-shells the RAM-ND flux is smaller for energies \(> 100\) keV than the RAM flux. The pitch angle anisotropy is more expressed for the non-dipole field configuration.

The O\(^+\) equatorial flux for PA=50\(^\circ\), 80\(^\circ\) is shown in Figures (5-9) and (5-10) respectively. For MLT=0 the RAM-ND flux follows closely the RAM flux for energies up to \(\sim 100\) keV. At L=2, PA=50\(^\circ\) the RAM-ND flux shows that practically no oxygen ions are present at the postnoon side (MLT=15). For PA=80, MLT=9, L=4, 6 the stagnation dip of the RAM-ND flux profile is shifted towards lower energy (\(\sim 6\) keV) again due to higher azimuthal drifts for westward moving particles (high energy range). At MLT=9 for both pitch angles the RAM-ND model shows lower flux values at L=2 and at L=4 the low-to-medium range
particles dominate over the RAM O⁺ flux. At L=4, 6 the stagnation dip again moves towards lower energy because due to the higher drifts for the T04s field more high energy oxygen reaches the prenoon side. The losses at higher energies are bigger for O⁺ then those for He⁺ because of the bigger charge exchange cross-sections for oxygen ions. This is clearly seen at L=2, 4. At L=6 both RAM and RAM-ND models give similar fluxes with those for RAM-ND being slightly smaller at high energies.

Figures (5-11) and (5-12) show the distribution of the H⁺ flux for dipole (RAM) and T04s (RAM-ND) field in the equatorial plane in SM coordinates. First two rows show the flux at 10 keV (PA=50°, 80°) and rows 3 and 4 show the flux at 100 keV (PA=50°, 80°). Each row presents the equatorial flux at three different times: DOY 111 at 22:00 UT (before the storm main phase, Dst=−12 nT), DOY 112 at 15:00 UT (storm peak, Dst=−102 nT), and DOY 113 at 2:00 UT (recovery phase, Dst=−74 nT).

For low energy (10 keV) at DOY 111 at 22:00 UT the RAM-ND flux is higher at the midnight-dusk side than the RAM flux. For PA=80° both models calculate similar flux values, while for PA=50° the RAM-ND flux is about 10 times higher and it is more localized between MLT 12 and 4. The second column (DOY 112 at 15:00 UT) shows similar fluxes for PA=50° but the difference between the two models becomes stronger for PA=80° where the RAM flux is more smoothly distributed between MLT 12 and 6, while the RAM-ND flux is slightly lower on the postnoon side close to the outer boundary of 6.5 Rₑ and higher around L=4 between MLT 17 and 6. The third column (DOY 113 at 2:00 UT) shows overall higher RAM-ND fluxes for both pitch angles with the flux for PA=80° more localized around L=4. Overall the low energy flux for a non-dipole field (RAM-ND) is higher than the one for a dipole (RAM). The higher fluxes in the midnight-dusk region are due to lower bounce-averaged exospheric hydrogen density, hence lower charge exchange rate, and the higher azimuthal drifts (bigger bounce-averaged magnetic gradient-curvature.
drifts) around midnight-dusk and \( \sim 4 - 5.5 \, R_E \). The RAM-ND models show that the low energy component of the proton ring current has higher contribution during the storm recovery phase. The RAM model gives stronger pitch angle anisotropy during the main and the recovery phase, while for the RAM-ND flux the low energy component extends over all pitch angles which reduces the anisotropy. The proton distribution in the equatorial plane is highly asymmetric for the whole duration of the storm.

The high energy (100 keV) component of the proton flux at DOY 111 at 22:00 UT is very much equal for both models (the RAM-ND flux is slightly higher) and the distribution is symmetric for all MLTs for both pitch angles. At DOY 112 at 15:00 UT RAM model shows that \( H^+ \) are mostly distributed between MLT 12 and 0 with a peak around MLT=17. The pitch angle anisotropy for RAM is not very strong. For \( PA=50^\circ \) the RAM-ND model gives lower flux values with the proton distribution narrowly localized around \( L=6 \) and MLT 11 and 23. The RAM-ND proton flux distribution for \( PA=80^\circ \), however, has higher values for all MLTs with a peak around \( 4 \, R_E \) on the postnoon side and around \( 5.5 \, R_E \) at dawn. A strong pitch angle anisotropy in the particle distribution is observed when the T04s field is used. Higher azimuthal drift values for the westward moving high energy flux component make the high energy protons move faster and thus the number of particles in the ring current increases. The smaller bounce-averaged hydrogen density for T04s contributes also for the stronger distribution anisotropy. During the recovery phase (DOY 113 at 2:00 UT) for smaller pitch angles the RAM-ND flux is smaller than the RAM flux and it is very much homogeneous for all MLTs, while the RAM model shows a relatively symmetric distribution. The plots for \( PA=80^\circ \) show much stronger and symmetric distribution for RAM-ND. The pitch angle anisotropy in the equatorial flux for RAM-ND is very distinctive and shows that for larger pitch angles the high energy protons can be dominant part of the ring current particle population. Because of the bigger azimuthal drifts for higher pitch angles and the
lower bounce-averaged hydrogen density the fast moving protons, which also have smaller charge exchange cross-sections, continue to drift with less losses during the recovery phase of the storm. Thus, the high energy population given by the RAM-ND model remains trapped after the storm main phase ($D_{st}$ minimum) while particles convected during main phase slow down (Figure 5-12), a result which has been recently observed by [Ganushkina et al., 2006] and by [Milillo et al., 2006].

The equatorial flux distribution of $\text{He}^+$ ions is shown in Figure (5-13) for RAM and in Figure (5-14) for RAM-ND model. The layout of the dial plots is the same as in the previous two figures.

The low energy component at DOY 111 at 22:00 UT has similar distribution for both models for both pitch angles with the RAM-ND flux being slightly lower for PA=50° around MLT 6 to 9. The RAM-ND flux is also slightly higher on the midnight-postnoon side. As the storm progresses (DOY 112 at 15:00 UT), the ion distribution for RAM develops stronger pitch angle anisotropy with flux peak at around $2.5 - 3 \, R_E$ and MLT=3 for PA=50°, while the RAM-ND distribution has a strongly localized peak around $2.5 \, R_E$ between MLT 12 and 6 with similar distributions for both pitch angles. During the recovery phase (DOY 113 at 2:00 UT) RAM-ND shows that the low energy $\text{He}^+$ flux increases for all pitch angles, opposite to the results from RAM whose $\text{He}^+$ population remains almost the same.

For high energies both RAM-ND and RAM give similar $\text{He}^+$ distributions before the development of the storm main phase. The ions are symmetrically distributed beyond $4 \, R_E$. There is a localized peak for very low flux values ($\sim 10^{-2}$) located around $2.5 \, R_E$ at midnight for RAM and around the noon-dusk side for RAM-ND. The storm main phase $\text{He}^+$ ion population develops a pitch angle anisotropy for the non-dipole magnetic field. Due to higher azimuthal drifts more westward drifting particles fill the space on the dusk side and reach the prenoon side for large pitch angles [e.g., Fok et al., 1995]. The RAM-
ND distribution for PA=50° shows overall smaller flux for all MLTs than the RAM model. During the recovery phase the again the RAM-ND model shows a more distinctive pitch angle anisotropy for the He+ flux. The particles are symmetrically distributed for all MLTs while the RAM model give higher fluxes on the dusk side for both pitch angles. The PA=50° plot shows smaller flux for RAM-ND and the PA=80° shows much higher He+ flux with a peak around 4.5 \( R_E \). The high energy flux computations for particles mirroring close to the equatorial plane (large pitch angles) by the RAM-ND model are consistent with previous ring current observations [Daglis et al., 1993].

The \( O^+ \) flux distribution is presented in Figures (5-15) and (5-16) for dipole and non-dipole magnetic field respectively. Again the plot layout is the same as in the previous figures for \( H^+ \) and He+ fluxes.

The low energy component has very similar distributions for both models and pitch angles with the fluxes for RAM-ND being a little higher than those for RAM. The RAM-ND model simulation shows that for both PA=50° and PA=80° the \( O^+ \) ion flux steadily intensifies during the storm main and recovery phases all over the equatorial plane.

For the 100 keV energy bin RAM-ND has the same particle distribution at DOY 111 at 22:00 UT as the RAM model. During the storm main phase the RAM-ND \( O^+ \) flux develops stronger pitch angle anisotropy. For Pa=50° RAM-ND gives flux which is well localized beyond the \( \sim 4 R_E \) boundary with a peak at dusk and which is smaller than the flux calculated by RAM, extending to lower L-shells. The distribution for PA=80° for RAM is almost the same as in the PA=50° case while the RAM-ND calculations show a steady flux for all MLTs due to higher azimuthal drifts. The lower boundary is around the 3.5 \( R_E \) and the peak is at MLT=18 around 4.5 \( R_E \). During the recovery phase the energetic \( O^+ \) significantly decreases for both models. The RAM-ND flux has a strong pitch angle anisotropy. For smaller pitch angles the flux is localized beyond \( \sim 4.5 - 5 R_E \) while
the RAM model flux extends also for low L-shells. The PA=80° flux distribution shows a steady symmetric flux with peak \( \sim 4 \text{ } R_E \) for RAM-ND while the RAM flux peaks at larger radial distances and has a defined asymmetry towards the postnoon side.

Energetic O\(^+\) enhancements usually have short lifetimes, because of the localized and sporadic character of ionospheric outflow [e.g. Strangeway and Johnson, 1983]. The charge exchange cross-sections for oxygen ions are relatively high (compared to those for hydrogen and helium ions) which results in relatively short lifetimes of energetic O\(^+\). The 100 keV O\(^+\) ions have lifetimes of about 33, 22, and 11 hours at L\(\sim\)5.0, 4.25, and 3.5 respectively [Smith et al., 1981]. Therefore the prolonged enhancement of O\(^+\) in the RAM-ND simulation is due to the lower charge exchange losses for T04s field during the storm main phase. Moreover, because of the higher bounce-averaged magnetic gradient-curvature drifts (higher azimuthal drift for larger pitch angles at high energies) and smaller exospheric hydrogen density the energetic oxygen ions in the T04s field move faster and experience less collisions with the cold exosphere. Overall, the RAM-ND model calculates an O\(^+\) flux with a maximum around 3 – 5 \( R_E \) during storm main and recovery phases which has been previously observed by the AMPTE mission [Hamilton et al., 1988], while the RAM model flux distribution represents the satellite measurements at these altitudes with less accuracy especially for the energetic O\(^+\) component where its peak is for L-shells greater than 5 \( R_E \). The flux at the outer L-shells (5 – 7) measured by the AMPTE mission was reported to be much smaller which is consistent with the RAM-ND calculation.

During the flux calculations in our model two assumptions have been made. First, we consider that all particles are adiabatic, namely, there is no violation of the frozen-in condition for the plasma ions due to magnetic mirror instabilities accounting for finite ion Larmor radius (FLR) effects. The particles' behavior can be characterized by the \( \kappa \) parameter, which is given by \( \kappa = \sqrt{R_c/\rho_L} \) where \( R_c \) is the field line radius of
curvature and $\rho_L$ is the Larmor radius [Büchner and Zeleny, 1986]. Particles with $\kappa < 1$ are always nonadiabatic but have quasi-regular dynamics, while particles with $1 < \kappa < 2$ are nonadiabatic and also experience chaotic scattering. Particles with $2 < \kappa < 3$ are in a transition from chaotic to regular adiabatic behavior [Büchner and Zelenyi, 1989]. The gyroradius of the heavy ions ($O^+$) in the magnetosphere in reality can reach quite large values. The shape of the field lines at $Dst$ minimum is presented in Figure (5-17). The field lines are plotted for MLT=9 and MLT=21. The strongest distortion of the magnetic field lines occurs at MLT=21 and there the radius of the line curvature is around 2 $R_E$. For a 100 keV and a 400 keV $O^+$ the maximum values of the gyroradius are $\sim 3000$ km and $\sim 6000$ km respectively. The corresponding $\kappa$ values are then $\sim 1.45$ and $\sim 2.05$. Non-adiabatically accelerated ions can execute Speiser orbits [Speiser, 1965] and can be ejected along the magnetic field into the plasmasheet boundary layer which can result in magnetospheric convection instabilities in the plasmasheet [e.g., Ashour-Abdalla et al., 1992; Kozlovsky and Lyatsky, 1999]. Since most of the ring current particles are within the $20 - 80$ keV energy range, in the present geomagnetic storm simulation with RAM-ND such effects are not included.

The second assumption is that the loss cone for the T04s geomagnetic field does not change with respect to time and MLT and therefore it is considered equal to the loss cone in the dipole field approximation. Figure (5-18) presents the loss cone values for a dipole and T04s field and the difference between the two cases at $Dst$ minimum. The first plot shows the loss cone for the dipole approximation, the second plot shows the loss cone in the case of a T04s field, and the third plot presents the loss cone difference $(\alpha_{LC}^{T04s} - \alpha_{LC}^{Dipole})$ in degrees between the two fields. The T04s loss cone is larger than the dipole one at MLT=3 with a maximum difference of $\sim 5^\circ$ at the lower boundary and no more than $\sim 1^\circ$ everywhere else. Thus, for a moderate storm simulation the use of a loss cone for the dipole
field approximations is assumed.

5.4 Spin Averaged Flux

The energy spectra of the spin averaged ion flux measured by Magnetospheric Ion Composition Spectrometer (MICS), a part of the Charge and Mass Magnetospheric Ion Composition Experiment (CAMMICE) on board the Polar satellite [Wilken et al., 1992] on April 22, 2001 is presented in Figure (5-19). The CAMMICE-MICS instrument is a one-dimensional time-of-flight electrostatic analyzer with post acceleration measuring the ions with an energy/charge of 1 to 220 keV/e with very good angular resolution. The MICS, mounted perpendicular to the spin axis, is able to obtain a two-dimensional distribution at one energy per charge during each 6-second spin period. A complete energy spectrum is obtained in 32 spin periods. The top plot shows the double coincidence response (DCR) H\(^+\) flux, followed by the plots for H\(^+\), He\(^+\), and O\(^{<+3}\) ion fluxes respectively (courtesy to R. Friedel, LANL). The data for the selected period is very scarce. There were only eighteen times when measurements were taken between L=2 and L=6.5. Six of these locations were between L=2.28-6.32 and MLT=21.31-21.94 at UT 5:49-6:05, five measurements were taken at L=2-6.19 and MLT=23.06-0.31 at UT 6:24-6:37, and seven measurements were taken at L=6.49-6.5 and MLT=9.56-9.67 at UT 8:29-8:47. To compare the satellite data with the model results, we consider energy spectra within the MLT=21.31-21.94 interval where the depression of the magnetic field is the strongest and the ion fluxes have highest values. Another interesting location is around MLT=9-10 where the magnetic field lines are strongly compressed by the solar wind towards the Earth and there is a minimum in the flux. Because the measurements taken within the MLT=9.56-9.67 interval are actually over the same L-shell, only one energy spectrum is selected for comparison with the model calculations. The model results from both RAM and RAM-ND have been interpolated ac-
cording to L, MLT and time in order to match the spatial grid locations and the respective times of the measured energy spectra.

Figure (5-20) shows the spin averaged H\textsuperscript{+} flux at six different times, L, and MLT. The first five plots present the flux at MLT=21.37-21.94 and UT 05:50-06:01 on April 22, 2001 at L=5.8, 4.53, 3.6, 2.91, 2.56 respectively. Because the five magnetic local times are almost the same and the measurements are within a short (12 minutes) time interval, these five plots actually represent the fluxes as a function of the L-shell. The magnetic latitude (MLAT) in degrees of the spacecraft is presented in each plot. The dip in the spectra moves towards lower energy with the decrease of the L-value. In general, the dip in RAM-ND/RAM flux is at slightly higher energies than the dip in measured data. The flux at L=5.8 for both models follows a similar profile as the data but the modeled values are \(\sim 1 - 2\) orders of magnitude higher than the measurements. At energies \(> 20 - 30\) keV RAM-ND shows lower flux profile than RAM. At L=4.53 the modeled spin averaged fluxes have better agreement with the data up to energies \(< 100\) kev and after that the data profile has lower values. The position of the dip in the spectrum is well predicted by both models at \(\sim 50\) keV. The L=3.6 fluxes have similar shape of the profiles for both data and models but the modeled fluxes are shifted with about \(\sim 25\) keV towards higher energy. The dip in the data is around 15 keV and both models predict a dip at around 40 keV. The modeled fluxes at L=2.91 for both RAM-ND and RAM differ from the data both in shape of the profile and in magnitude. The most significant difference occurs for energies below \(\sim 20\) keV where the data flux remains relatively constant and the models show a strong depression in the profiles with the RAM-ND flux being higher (\(\sim 1 - 3\) orders of magnitude) than the RAM flux. The dip in the data is located at around \(\sim 15\) keV and the calculated fluxes seem to be shifted towards higher energies with \(\sim 10\) keV. Similar is the picture at L=2.56 where the RAM-ND/RAM flux describes the data relatively well within
the $\sim 60 - 200$ keV energy range. For energies below $\sim 60$ keV the data flux is $\sim 5 - 6$ orders of magnitude higher than the predicted one. The bottom plot in Figure (5-20) shows the H$^+$ flux at $L=6.5$, MLT=9.57 at 08:30 UT. The position of the dip in the spectra is well predicted by both models (with difference $\sim 1 - 3$ keV higher). The overall modeled flux profile follows the data relatively well except at the dip where the data shows about 2 orders of magnitude lower flux than the models. In all the cases when the data was taken Polar was far from the equatorial plane.

Figure (5-21) shows the spin averaged He$^+$ flux at only three different times, L, and MLT because data is unavailable or is very little during the selected storm period. At $L=5.8$, MLT=21.37 the data flux profile is $\sim 1 - 3$ orders of magnitude smaller than the modeled flux. RAM-ND gives about ten times higher flux values than RAM at energies $< 200$ keV. At $L=4.53$, MLT=21.54 the RAM flux has a dip around 100 keV and RAM-ND around 65 keV, which is closer to the dip in the data ($\sim 50$ keV). In the range $\sim 15 - 100$ keV RAM-ND has lower flux values which is closer to the measured one in the $\sim 15 - 50$ keV energy range than the RAM flux values. At $L=6.5$ and MLT=9.57 (bottom plot) both models give similar fluxes (RAM-ND flux being slightly lower) which are about ten times higher than the observed one.

Figure (5-22) shows the spin averaged O$^+$ flux at three different times, L, and MLT. The data from Polar are combined for O$^+$ and O$^{++}$ ions. Again there are fewer plots because of missing data. At $L=5.8$, MLT=21.37 the modeled flux does not cover the data very well. Although the RAM-ND flux is slightly closer to the measured values, still it is about two orders of magnitude higher than the measurements. At $L=4.53$, MLT=21.54 both models describe relatively well the data around energies $\sim 15 - 50$ keV where the RAM-ND flux profile is lower than the RAM flux and closer to the data. At energies $> 50$ keV both models predict a sharp drop in the flux, while the slope in the data is very small. Finally,
the modeled fluxes at $L=6.5$, $MLT=9.57$ show good comparison with the data. Again the RAM-ND flux shows slightly better agreement with the measured flux within the $\sim 10-100$ keV energy range.

The plots for the spin averaged ion flux show that changing the magnetic field model is not enough in order to have a good prediction of the ring current behavior. The large discrepancy at lower $L$-shells (lower energies) is probably due to the use of a Volland-Stern electric field [e.g., Kistler and Larson, 2000; Jordanova et al., 2001c; Angelopoulos et al., 2002]. The statistical study by Angelopoulos et al. [2002] of different electric field models in the near-Earth magnetosphere showed that the Volland-Stern model correctly describes the minimum in the flux profile in terms of $L$-shell dependence, but the energy of the dip differs than the energy of the minimum given by satellite measurements. Particles of energies $10-20$ keV travel to low $L$-shells at dusk because under a steady electric field those energies correspond to open trajectories and are constantly replenished with particles from the tail (nightside boundary conditions in RAM-ND). Lower energies correspond to $E \times B$-drift dominated closed trajectories and higher energies correspond to gradient-curvature drift dominated closed trajectories, which are both inaccessible by ions from the tail. Particles residing longer in such closed trajectories are subject to losses (e.g., charge exchange) which results in ion flux depletion at those energies. The Volland-Stern model does not allow low energy particle populations to be replenished enough by ions coming from the nightside. This allows the low energy flux to deplete and form a deep and broad minimum in the energy spectra at low $L$-shells [Angelopoulos et al., 2002]. The poor spatial and temporal resolution of this electric field model also contributes to the difference in the ion fluxes [Jordanova et al., 2001c]. The difference in the fluxes at larger $L$-shells could be due to the fact that Polar was not near the equatorial plane when the measurements were taken.

The closest it gets to the equator is at $MLAT$ around $-27^\circ$. RAM and RAM-ND calculate
the equatorial ion flux including all pitch angles outside the loss cone. Most of the ring current particles mirror close to the equator. When Polar is far from the equator it does not measure equatorially mirroring particles, thus missing a large part of the ring current particle population. This results in smaller measured fluxes than the modeled ones.

5.5 Total Ring Current Energy

The total ring current energy during the studied period is presented in Figure (5-23) and the total number particles is presented in Figure (5-24) for the three different ion species (H\(^+\), He\(^+\), O\(^+\)). RAM-ND gives smaller total energy for H\(^+\) ions than RAM which is consistent with recent results for the same storm period from Ganushkina et al. [2006] who used an empirical magnetic field model and from Jordanova et al. [2006] who used a self-consistently calculated magnetic field model. The total energy profile shows an increase during the \(D_{st}\) (SYM-H) decrease. The peak energy for RAM (dipole field) is about two times higher than the RAM-ND total energy. This is similar to the same ratio of about 1.6 — 1.7 obtained by Ganushkina et al. [2006]. The difference is due to the fact that they used a dipole field for the Earth’s main field, whereas the RAM-ND model used the more realistic IGRF model field to represent the main field of the Earth (Volland-Stern convection electric field was used in both cases). Hamilton et al. [1988] (and later Daglis [1997]) showed that the O\(^+\) contribution to the ring current was concurrent with the \(D_{st}\) profile during moderate to large geomagnetic storms (AMPTE, CRRES missions). A comparison between Figure (5-23) and Figure (5-1) for hours 45 — 60 shows that for RAM-ND the total O\(^+\) contribution concurses well with the almost constant (on average) SYM-H \(D_{st}\) profile which shows the consistency of the RAM-ND computation with the observations. On the other hand, the RAM total energy for oxygen ions decreases more steeply during the same period.
Figure (5-24) shows that protons dominate the ring current with a considerable contribution from oxygen ions ($\sim 40 - 45\%$). The calculations by the RAM-ND model confirm the recent results suggested by several other models [Ganushkina et al., 2006; Milillo et al., 2006], showing a constant and slightly increasing proton flux after the main phase of the storm (minimum $D_{st}$). The total number of He$^+$ ions is about $4 - 5\%$ of the total ring current particle population for both models and is consistent with previous satellite observations (see Table 2.1). The total number of O$^+$ ions for RAM-ND stays relatively constant during hours 45 - 60 of the recovery phase (slowly increasing until hour $\sim 48$). This result suggests that the various ionospheric sources remain active for several hours during stormtime and thus providing a greater ionospheric outflow of oxygen ions. The reduced charge exchange losses lead to the accumulation of energetic O$^+$ (see Figure 5-16) when a non-dipole field is used in our computations. These ions would otherwise be removed rather quickly from the ring current particle population [Daglis and Axford, 1996].

5.6 $D_{st}$ Index Calculation

The calculated $D_{st}$ index is presented in Figure (5-25). The measured $D_{st}$ is plotted in red, $D_{st}$ given by RAM and RAM-ND (dipole approximation) are in green and blue respectively, and $D_{st}$ for RAM-ND is in purple. The last two plots with the notation "VS2" show the $D_{st}$ computed by RAM-ND (dipole approximation) and RAM-ND with the index $A$ in Equation (3.7) multiplied by two. The RAM-ND predicted change in the $D_{st}$ index is around two times smaller than the one predicted by RAM. The RAM/RAM-ND model calculates the contribution to the $D_{st}$ index only of the ring current neglecting the contribution from other current systems, hence the difference with the measured total $D_{st}$ [e.g., Jordanova et al., 2003a,b]. In order to calculate the $D_{st}$ we use Dressler-Parker-Sckopke relation given by Equation (3.37). This is an approximate calculation because
Equation (3.37) is for a dipole field and, as it has been shown in the previous sections, the magnetic field and the total ring current energy differs significantly for the T04s field. In general, the RAM-ND model yields much smaller $D_{st}$ perturbation. The model does not reproduce well the $D_{st}$ shape during the recovery phase which is possibly an error due to the approximated formula.

The small change in the $D_{st}$ index (compared to the measured one) given by RAM-ND is because of several reasons. In general, the $D_{st}$ is formed by all current systems in the magnetosphere: induced Earth currents, magnetopause currents, ring current, tail currents, and field-aligned currents. Only the tail current is considered to contribute 25 – 50% of the $D_{st}$ perturbation [e.g., Alexeev et al., 1996; Ohtani et al., 2001; Liemohn, 2003]. Our calculation includes only contribution from the ring current which in the case of T04s field has smaller total energy than the one for the dipole field configuration. In addition, we used in this first simulation a $K_p$-dependent Volland-Stern convection electric field model. Ring current injection is larger, penetrating to lower L-shells, and the $D_{st}$ index is significantly better reproduced when a higher spatial and temporal resolution electric field model is used [Jordanova et al., 2003b, 2006]. The two "VS2" plots in Figure (5-25) are given as an illustration of how much the change in the electric field can influence the prediction of the $D_{st}$. Measurements using CRRES data imply that the actual electric field may be quite different from what the Volland-Stern model predicts [Wygant et al., 1998]. Kistler and Larson [2000] have found that the changes in the electric field make a much more significant difference in the computations than the changes in the magnetic field which in the inner magnetosphere are relatively small. In addition, the stormtime asymmetric ring current can generate intense electric fields in the subauroral ionospheric region (low latitudes) and in the near-Earth magnetosphere [Ridley and Liemohn, 2002]. Ridley and Liemohn [2002] found that a relationship exists between the total potential difference of these electric fields
and the stormtime ring current contribution to the $Dst$ index. Such electric fields can actually become comparable or even stronger than the corotation electric field in these regions and this could significantly slow down or reverse the eastward particle drift. Using a more realistic electric field will be considered in future extensions of this work. RAM-ND does not include the relative contribution of electrons to the stormtime total ring current energy content. Liu et al. [2005] show that electrons with energies of $1 - 50$ keV contribute the most to the stormtime electron energy content (e.g., at $L = 4$, $1 - 50$ keV electrons contribute 93% of all electrons in energy range of $1 - 400$ keV). The authors use the Explorer 45 data [e.g., Lyons and Williams, 1975, 1976; Lyons, 1976] to estimate that ring current electrons in may contribute $7.5 - 19\%$ as much energy content as ring current protons. The recent study of Jordanova and Miyoshi [2005] shows that the electron contribution to the ring current is highly variable and may contribute $\sim 2 - 10\%$ during a storm.
Figure 5-1: Interplanetary and magnetospheric data for the storm of April 21, 2001. From top: solar wind proton density, solar wind alpha particles density, solar wind dynamic pressure, solar wind velocity, magnetic field magnitude B, IMF $B_y$ and $B_z$, $Dst$ and SYM-H indices (courtesy to N. Tsyganenko, GSFC), $Kp$ index.
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Relative difference in the equatorial magnetic field $\frac{B_0^{TOI} - B_0^{Dipole}}{B_0^{Dipole}} \%$ (April 21-23 2001)

Figure 5-2: Relative difference in the equatorial magnetic field at eight different times. The Sun is on the right.
Relative difference in the bounce-averaged hydrogen density \[ \frac{|H_{Dens|}^{T04z} - |H_{Dens|}^{Dipole}}{|H_{Dens|}^{Dipole}} \] [%] (April 21-23 2001)

Figure 5-3: Relative difference in the bounce-averaged exospheric hydrogen density at eight different times. The Sun is on the right.
Relative difference in the bounce-averaged magnetic gradient-curvature velocity $\frac{|\mathbf{V}_{\mathbf{B}}^{704x} - |\mathbf{V}_{\mathbf{B}}^{\text{Dipole}}|}{|\mathbf{V}_{\mathbf{B}}^{\text{Dipole}}|} \times 100\%$ (April 21-23 2001)

Figure 5-4: Relative difference in the bounce-averaged magnetic gradient-curvature velocities at eight different times. The Sun is on the right.
Figure 5-5: Trapped equatorial H⁺ flux vs. energy at L=2, 4, 6 and MLT=0, 9, 15 for pitch angle 50° at hour 40 after UT 00 on April 21, 2001.
Figure 5-6: Trapped equatorial H\(^+\) flux vs. energy at \(L = 2, 4, 6\) and \(MLT = 0, 9, 15\) for pitch angle 80° at hour 40 after UT 00 on April 21, 2001.
Figure 5-7: Trapped equatorial He$^+$ flux vs. energy at L=2, 4, 6 and MLT=0, 9, 15 for pitch angle 50° at hour 40 after UT 00 on April 21, 2001.
Figure 5-8: Trapped equatorial He\(^+\) flux vs. energy at L=2, 4, 6 and MLT=0, 9, 15 for pitch angle 80° at hour 40 after UT 00 on April 21, 2001.
Figure 5-9: Trapped equatorial O\textsuperscript{+} flux vs. energy at L=2, 4, 6 and MLT=0, 9, 15 for pitch angle 50\textdegree at hour 40 after UT 00 on April 21, 2001.
Figure 5-10: Trapped equatorial $O^+$ flux vs. energy at $L=2, 4, 6$ and MLT=0, 9, 15 for pitch angle 80° at hour 40 after UT 00 on April 21, 2001.
Figure 5-11: Equatorial H⁺ flux for RAM model at three different times during the storm of April 21, 2001. Rows 1 and 2 show the flux for pitch angles 50° and 80° for energy of 10 keV. Rows 3 and 4 show the flux for pitch angles 50° and 80° for energy of 100 keV. The Sun is on the right.
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Figure 5-12: Equatorial H⁺ flux for RAM-ND model at three different times during the storm of April 21, 2001. Rows 1 and 2 show the flux for pitch angles 50° and 80° for energy of 10 keV. Rows 3 and 4 show the flux for pitch angles 50° and 80° for energy of 100 keV. The Sun is on the right.
Figure 5-13: Equatorial He\(^+\) flux for RAM model at three different times during the storm of April 21, 2001. Rows 1 and 2 show the flux for pitch angles 50° and 80° for energy of 10 keV. Rows 3 and 4 show the flux for pitch angles 50° and 80° for energy of 100 keV. The Sun is on the right.
Figure 5-14: Equatorial He\textsuperscript{+} flux for RAM-ND model at three different times during the storm of April 21, 2001. Rows 1 and 2 show the flux for pitch angles 50° and 80° for energy of 10 keV. Rows 3 and 4 show the flux for pitch angles 50° and 80° for energy of 100 keV. The Sun is on the right.
Figure 5-15: Equatorial O\(^+\) flux for RAM model at three different times during the storm of April 21, 2001. Rows 1 and 2 show the flux for pitch angles 50° and 80° for energy of 10 keV. Rows 3 and 4 show the flux for pitch angles 50° and 80° for energy of 100 keV. The Sun is on the right.
Figure 5-16: Equatorial O⁺ flux for RAM-ND model at three different times during the storm of April 21, 2001. Rows 1 and 2 show the flux for pitch angles 50° and 80° for energy of 10 keV. Rows 3 and 4 show the flux for pitch angles 50° and 80° for energy of 100 keV. The Sun is on the right.
Figure 5-17: Field line shape comparison between a dipole field and the T04s model. The field lines are plotted for MLT=9 and MLT=21 at hour 40 ($D_{st}$ minimum) after 00 UT April 21, 2001. The minus sign on the x-axis denotes that the field line is in the midnight side of the coordinate system.

Figure 5-18: Loss cone values [degrees] comparison between a dipole field and the T04s model at hour 40 ($D_{st}$ minimum) after 00 UT April 21, 2001 with regard to MLT and geocentric radial distance. The first plot shows the loss cone values for a dipole field approximation, the second plot shows the respective values for the T04s field, and the third plot shows the difference in the loss cones between the T04s field and the dipole. The Sun is on the right.
Figure 5-19: Energy spectra of the spin averaged ion flux measured by Polar/CAMMICE during the storm period of April 22, 2001. The top plot shows the double coincidence response (DCR) $H^+$ flux, followed by the plots for $H^+$, $He^+$, and $O^{<+3}$ ion fluxes respectively (courtesy to R. Friedel, LANL).
Figure 5-20: Energy spectra of the spin averaged H\(^+\) flux at six different times, L-value, and MLT during the storm period of April 22, 2001. The flux given by RAM is in red, the flux given by RAM-ND in green, the Polar/CAMMICE H\(^+\) flux data is plotted with stars, and the Polar/CAMMICE DCR H\(^+\) flux is presented with triangles.
Figure 5-21: Energy spectra of the spin averaged He\(^+\) flux at three different times, L-value, and MLT during the storm period of April 22, 2001. The flux given by RAM is in red, the flux given by RAM-ND in green, and the Polar/CAMMICE He\(^+\) flux data is plotted with stars.
Figure 5-22: Energy spectra of the spin averaged O⁺ (O⁺⁺) flux at three different times, L-value, and MLT during the storm period of April 22, 2001. The O⁺ flux given by RAM is in red, the O⁺ flux given by RAM-ND in green, and the Polar/CAMMICE O⁺⁺ flux data is plotted with stars.
Figure 5-23: Total ring current energy for $\text{H}^+$, $\text{He}^+$, and $\text{O}^+$ ions during the storm period of April 21-23, 2001.
Figure 5-24: Total ring current number of particles for $\text{H}^+$, $\text{He}^+$, and $\text{O}^+$ ions during the storm period of April 21-23, 2001.
Figure 5-25: Dst index [nT] during the storm period of April 21-23, 2001. The measured Dst is in red, Dst for RAM and RAM-ND (dipole approximation) are in green and blue, and Dst for RAM-ND is in purple. The two plots with index "VS2" show the modeled Dst when using two times larger Volland-Stern convection field: RAM-ND VS2 (dipole approximation) is in light blue and RAM-ND VS2 is the dashed black line.
An improved kinetic model (RAM-ND) of the terrestrial ring current was developed for a stormtime geomagnetic field. The recent empirical stormtime magnetic field model T04s [Tsyganenko and Sitnov, 2005] was used to describe the external field of the Earth and the IGRF model field was used to represent the main field of the Earth. A time-dependent Volland-Stern potential was used to describe the convection electric field. The processes considered in this study were particle drifts, losses due to charge exchange with geocoronal hydrogen and atmospheric losses. The moderate storm of 21-23 April 2001 was simulated and the differences between the existing RAM model and the updated RAM-ND model were studied. Solar wind plasma and interplanetary magnetic field data obtained by the Advanced Composition Explorer (ACE) satellite were used to drive the T04s model. Energetic particle observations from the Los Alamos National Laboratory (LANL) satellites at geosynchronous orbit were used as boundary conditions.

A tracing and bounce-averaging numerical technique was developed for the field line tracing and computation of the respective bounce-averaged quantities in an arbitrary time-dependent geomagnetic field. The bounce-averaged exospheric hydrogen densities \( \langle H_{\text{Dens}} \rangle \) and bounce averaged magnetic gradient-curvature drift velocities \( \langle V_B \rangle \) were calculated for various configurations of the Earth’s magnetic field.

We found that the calculated \( \langle H_{\text{Dens}} \rangle \) using the T04s model was smaller at dusk-midnight than the bounce-averaged density calculated for dipole field and \( \langle H_{\text{Dens}} \rangle \) was
bigger towards the dawn-noon side. For a moderate-to-large storm this difference reached around -30% at dusk-midnight and it was around +5% at the noon side and close to Earth. The bounce-averaged magnetic gradient-curvature drift velocities for the T04s field were bigger at dusk-midnight than those for dipole field and they became smaller towards the dawn-noon side. Even for quiet time the difference was significant - between 20% on the nightside and -20% on the dayside. During storm time it was ~ 200% and reached more than 250% in isolated regions on the midnight-dusk side and it was around -10% to -20% on the dayside. It was found that \( \langle \mathbf{V} \rangle \) strongly depended on the geomagnetic field configuration, namely the shape and the location of the field lines, the position of the mirror points and the magnitude of the magnetic field. It was found that the contribution of \( \langle \mathbf{V}_r \rangle \) is small compared to \( \langle \mathbf{V}_B \rangle \), being ~ 5% and was not included in the RAM-ND simulations. To estimate our numerical error in the bounce-averaging technique, we computed \( \langle \mathbf{H}_{Dens} \rangle \) and \( \langle \mathbf{V}_{GC} \rangle \) for a dipole magnetic field and then we compared them with the analytically calculated respective values for a dipole configuration and the numerical error was found to be around 2%.

To study the effects of a time-dependent non-dipole magnetic field in the RAM-ND model, the time evolution of the trapped equatorial flux was calculated for the major ring current ion species (\( \text{H}^+ \), \( \text{He}^+ \), and \( \text{O}^+ \)) in the \( \sim 1 - 400 \text{ keV} \) energy range for various pitch angles at different magnetic local times and geocentric radial distances. All particles are considered to have an adiabatic behavior, i.e. there is no violation of the frozen-in condition for the plasma ions due to magnetic mirror instabilities accounting for finite ion gyroradius radius effects. The loss cone (concerning losses in the atmosphere) in RAM-ND was approximated with the loss cone for a dipole field due to the small difference (the largest being ~ 5° in an isolated region at \( \sim 2 R_E \)) between them during a moderate storm.

It was found that close to Earth (\( \sim 2 R_E \)) the low energy \( \text{H}^+ \) flux calculated with
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the RAM-ND model is similar to the flux given by RAM due to the dipolar nature of the T04s field at low altitudes. The relatively small difference in the bounce-averaged hydrogen densities and magnetic gradient-curvature drifts at low latitudes suggest that the charge exchange rate around $L=2$ is similar for both dipole and non-dipole field configuration at the peak of the storm (minimum $Dst$). At larger $L$-shells the difference in the azimuthal drifts and the bounce-averaged exospheric hydrogen leads to greater fluxes and a shift of the stagnation dip towards lower energy around the prenoon side in the mid-energy range for RAM-ND. The high energy proton flux was generally higher for RAM-ND at large $L$-shells after the storm main phase due to the lower charge exchange rate and very high azimuthal drifts. In general, both RAM-ND and RAM models showed similar low energy proton distributions with a slight increase in the equatorial flux after the storm main phase for RAM-ND. The RAM-ND distribution indicated stronger dominance of the high energy component during the storm recovery phase and showed a slight increase in the total ring current energy and number of $H^+$ during the recovery phase. The RAM-ND ring current $H^+$ calculations are consistent with recent calculations [Jordanova et al., 2006; Ganushkina et al., 2006; Milillo et al., 2006]. The total ring current energy was reduced by $\sim 30\%$ when the RAM-ND model was used.

Both RAM-ND and RAM models gave similar pitch angle and energy distribution of the equatorial $He^+$ fluxes before the development of the storm main phase. During the main and recovery phases of the storm, however, the RAM-ND flux developed much stronger pitch angle anisotropy than the RAM at high energies. The bulk of the high energy flux component was located closer to Earth for RAM-ND for large pitch angles and formed a steady symmetrical profile during the recovery phase at around $L=4$. The calculations for the total energy and particle number for both models showed that the contribution of $He^+$ during the main phase is about $4\%$ of the total ring current energy which was consistent
with previous ring current measurements [Daglis et al., 1993].

The low energy O\(^+\) flux had similar values for both RAM and RAM-ND models throughout the storm. As before, RAM-ND gave slightly higher flux during and after the storm main phase. Large differences in the flux were observed at both low and high energies during and after the D\(_{st}\) minimum. Despite the relatively large charge exchange cross-sections for oxygen ions, the total number of O\(^+\) for RAM-ND continued to increase after minimum D\(_{st}\) until hour \(\sim 48\) which was an indication that the different ionospheric sources remained active for several hours during stormtime. This lead to the accumulation of energetic O\(^+\) due to the smaller charge exchange losses of oxygen ions for the case of T04s stormtime field.

The energy spectra of the spin averaged ion flux measured by the Polar/CAMMICE-MICS instrument were compared with the calculated spin averaged flux for the three major ring current ion species few hours before the D\(_{st}\) reached minimum. Due to the scarcity of the data available it was not possible to perform a thorough study at multiple L-shells, MLTs, and different times. The spin averaged flux profile dependence on the L-shell value for H\(^+\) was studied at midnight-dusk. At the prenoon side data was not available and the flux only at the boundary (L=6.5) was compared. It was found that for H\(^+\) at midnight-dusk both RAM-ND and RAM fluxes described the data beyond 3 R\(_E\) reasonably well with the RAM-ND model performing slightly better than RAM within the mid-energy range. It was shown that the minima in the calculated spin averaged flux profiles moved towards smaller energies when the L-value decreased which was also observed in the data. Close to Earth, however, at low energies the measured flux did not have a well expressed minimum, while the modeled fluxes for both models had deep and broad minima. In general, the position of the dip in the modeled fluxes was found to be at higher energies than the dip in the data flux. The position of the minima in the RAM-ND flux was found to be located closer to the
dip in the measured flux in most of the cases. At the midnight-dusk side there were only two available data sets for both He$^+$ and O$^+$ ions which were at around 4.5 and 5.8 $R_E$. The modeled fluxes were 1 – 3 orders of magnitude higher than the measured ones in the mid-to-high energy range for both ion species. The RAM-ND spin averaged flux had values closer to the measured ones for O$^+$ at both locations and for He$^+$ at ~ 4.5 $R_E$, but was about 10 times higher than the RAM flux for He$^+$ at 5.8 $R_E$. On the prenoon side at L=6.5 both RAM and RAM-ND predicted relatively well the measured fluxes for all the three ion species. In general, the fluxes were higher than the measured ones but RAM-ND gave closer values to the measured ones. The differences between the modeled and the measured spin averaged fluxes suggested that incorporating a realistic magnetospheric model into the model was not enough in order to describe well the behavior of the ring current. Due to the fact that the spacecraft was far from the equator at all times it measured only particles with small pitch angles mirroring away from the equatorial plane. Most of the ring current particle population consists of equatorially mirroring particles. This was a possible explanation of the fact why Polar measured smaller fluxes than the modeled ones. It was suggested [e.g., Kistler and Larson, 2000; Angelopoulos et al., 2002; Jordanova et al., 2006] that the role of the electric field model is very important for ion flux calculations in the near-Earth magnetosphere. Due to the nature of the Volland-Stern electric field model used in this study, low energy particle populations on close to Earth trajectories could not be replenished enough by ions coming from the nightside boundary. This resulted in flux depletion at low energies at low L-shells and thus the deep and broad minima were formed in the modeled fluxes. The shift of the dip in the modeled flux profiles towards higher energies was also considered to be due to the Volland-Stern model [Angelopoulos et al., 2002].

An approximate result for the stormtime $Dst$ index was presented in this work. The
Dressler-Parker-Sckopke relation for a dipole magnetic field was used to calculate the perturbation to the $D_{st}$ due to the ring current for a moderate geomagnetic storm. It was found that RAM-ND produces a twice smaller change in the $D_{st}$ than RAM due to the difference in the total ring current energy. Despite the realistic geomagnetic field (T04s) used in RAM-ND, the result is possibly an underestimation of the stormtime ring current $D_{st}$ for various reasons. Satellite data imply that the actual electric field may be quite different from what the Volland-Stern model predicts. Recent studies suggested that the changes in the electric field would make a much more significant difference in the simulations than the changes in the magnetic field [Kistler and Larson, 2000]. More realistic electric field models give better agreement with $D_{st}$ [e.g., Jordanova et al., 2003b]. The large difference between the T04s magnetic field and the dipole field is one major drawback of using the DPS relation in the present version of RAM-ND. A more thorough computation for a general case magnetic field must be considered in future calculations. The contribution of the electron ring current was also not included, which during $D_{st}$ minimum could contribute up to $\sim 19\%$ [e.g., Liu et al., 2005]. In order to obtain a realistic stormtime ring current $D_{st}$, all of the above effects must be considered in future simulations.

This study has shown that the use of a time-dependent non-dipole magnetic field gives more realistic description of the stormtime geomagnetic conditions in the near-Earth magnetosphere. Previous versions of the RAM model (dipole field) performed well when the geomagnetic disturbances were of small to moderate intensity. The comparison with the new RAM-ND model showed that for larger storms the implementation of the T04s model would give a more realistic results for the ring current ion flux and total energy in future computations. Future work on the RAM-ND model would focus on the implementation of the various ion flux precipitating processes, a more realistic near-Earth electric field, and the extension of the model to consider relativistic effects.


APPENDIX A

PARTICLE DRIFTS FOR GENERAL CASE MAGNETIC FIELD

Magnetic Gradient-Curvature Drift

The instant magnetic gradient-curvature drift velocity of the guiding center at point $S$ can be written as Rossi and Olbert [1970]:

$$V_S = \frac{mV^2}{2qB} \left\{ \sin^2 \alpha \frac{B \times \nabla B}{B^2} + 2\cos^2 \alpha \frac{B \times [(B \cdot \nabla) B]}{B^3} \right\}$$  \hspace{1cm} (A.1)

where $V$ is the particle velocity, and $\alpha$ is the pitch angle at the given point.

$$2[(B \cdot \nabla) B] = \nabla \times (B \times B) + \nabla (B \cdot B) - B (\nabla \cdot B) + B (\nabla \cdot B)$$

$$-B \times (\nabla \times B)_\perp - B \times (\nabla \times B)_\perp$$

$$= \nabla (B^2) - 2B \times (\nabla \times B)_\perp$$  \hspace{1cm} (A.2)

Then follows that:

$$\frac{B}{B^2} \times [(B \cdot \nabla) B] = \frac{B}{B^2} \times \frac{1}{2} [\nabla (B^2) - 2B \times (\nabla \times B)_\perp]$$

$$= \frac{B}{B^2} \times \frac{1}{2} [2B \nabla B - 2B \times (\nabla \times B)_\perp]$$

$$= \frac{B \times \nabla B}{B} - \frac{B \times [B \times (\nabla \times B)_\perp]}{B^2}$$  \hspace{1cm} (A.3)

$$B \times [B \times (\nabla \times B)_\perp] = [B \cdot (\nabla \times B)_\perp] B - (B \cdot B) (\nabla \times B)_\perp$$  \hspace{1cm} (A.4)

But $B \cdot (\nabla \times B)_\perp = 0$. This yields:

$$B \times [B \times (\nabla \times B)_\perp] = -B^2 (\nabla \times B)_\perp$$  \hspace{1cm} (A.5)

Then:

$$\frac{B}{B^2} \times [(B \cdot \nabla) B] = \frac{B \times \nabla B}{B} + (\nabla \times B)_\perp$$  \hspace{1cm} (A.6)

Finally we replace Equation (A.6) in Equation (A.1) and using that $\sin^2 \alpha = B/B_m$, for the magnetic gradient-curvature drift we get [Shukhtina, 1993]:

$$V_S = \frac{mV^2}{qB^2} \left\{ \left( 1 - \frac{1}{2} \frac{B}{B_m} \right) \frac{B \times \nabla B}{B} + \left( 1 - \frac{B}{B_m} \right) (\nabla \times B)_\perp \right\}$$  \hspace{1cm} (A.7)
where:
\[
V_B = \frac{mV^2}{qB^2} \left( 1 - \frac{1}{2} \frac{B}{B_m} \right) \frac{(B \times \nabla B)}{B}
\]  
(A.8)
is the part related to the gradient and curvature of the magnetic field, and:
\[
V_R = \frac{mV^2}{qB^2} \left( 1 - \frac{B}{B_m} \right) (\nabla \times B)_\perp
\]  
(A.9)
is the part due to currents related with the curl of the magnetic field.

**Radial and Azimuthal Drifts**

Equatorial electric field:
\[
E_0 = \left[ -\frac{C}{R_0^2} + \gamma AR_0^{\gamma-1} \sin \varphi \right], 0, -AR_0^{\gamma-1} \cos \varphi
\]  
(A.10)

Magnetic field of Earth:
\[
B_0 = (B_{0r}, B_{0\theta}, B_{0\varphi})
\]  
(A.11)
The bounce-averaged drift velocity of the guiding center is given as:
\[
\langle V_D \rangle = \frac{E_0 \times B_0}{B_0^2}
\]  
(A.12)
The cross product of the electric and the magnetic field is:
\[
E_0 \times B_0 = \begin{vmatrix}
\hat{r} & \hat{\theta} & \hat{\phi} \\
E_{0r} & E_{0\theta} & E_{0\varphi} \\
B_{0r} & B_{0\theta} & B_{0\varphi}
\end{vmatrix}
\]
\[
= (E_{0\theta} B_{0\varphi} - B_{0\theta} E_{0\varphi}) \hat{r} + (E_{0\varphi} B_{0r} - E_{0r} B_{0\varphi}) \hat{\theta} + (E_{0r} B_{0\theta} - B_{0r} E_{0\theta}) \hat{\phi}
\]
\[
= -B_{0\theta} E_{0\varphi} \hat{r} + (E_{0\varphi} B_{0r} - E_{0r} B_{0\varphi}) \hat{\theta} + E_{0r} B_{0\theta} \hat{\phi}
\]  
(A.13)
Then the three velocity components are:
\[
\langle V_D \rangle_r = -\frac{B_{0\theta} E_{0\varphi}}{B_0^2} = \frac{AR_0^{\gamma-1} \cos \varphi}{B_0^2} B_{0\varphi}
\]  
(A.14)
\[
\langle V_D \rangle_\theta = \frac{E_{0\varphi} B_{0r} - E_{0r} B_{0\varphi}}{B_0^2}
\]
\[
= \frac{1}{B_0^2} \left[ -AR_0^{\gamma-1} \cos \varphi B_{0r} + \left( \frac{C}{R_0^2} + \gamma AR_0^{\gamma-1} \sin \varphi \right) B_{0\varphi} \right]
\]  
(A.15)
\[
\langle V_D \rangle_\varphi = \frac{B_{0\theta} E_{0r}}{B_0^2} = -\left( \frac{C}{R_0^2} + \gamma AR_0^{\gamma-1} \sin \varphi \right) \frac{B_{0\theta}}{B_0^2}
\]  
(A.16)
The radial drift:
\[
\left\langle \frac{dR_0}{dt} \right\rangle = \langle V_D \rangle_r = \frac{AR_0^{\gamma-1} \cos \varphi}{B_0^2} B_{0\varphi}
\]  
(A.17)
The azimuthal drift:

$$\langle d\phi \rangle \rightarrow \left( V_D \right) + \left( V_S \right) \phi = - \left( \frac{C}{R_0^2} + \gamma A R_0^{-1} \sin \phi \right) \frac{B_0 \theta}{B_0^2} \frac{1}{R_0} + \frac{\langle V_S \rangle}{R_0} \quad (A.18)$$

$\langle V_S \rangle \phi$ is the $\phi$ component of the bounce-averaged value:

$$\langle V_S \rangle = \frac{1}{s_b} \int_{s'}^{s''} V_S \frac{ds}{\sqrt{1 - \frac{B(s)}{B_m}}} = \langle V_B \rangle + \langle V_R \rangle \quad (A.19)$$

where $s_b$ is given by:

$$s_b = \int_{s'}^{s''} \frac{ds}{\sqrt{1 - \frac{B(s)}{B_m}}} \quad (A.20)$$

Here $V_S$ is the magnetic gradient-curvature drift velocity given by Equation (A.7).
# Appendix B

## Frequently Used Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMPTE</td>
<td>Active Magnetospheric Particle Tracer Explorers</td>
</tr>
<tr>
<td>CAMMICE</td>
<td>Charge and Mass Magnetospheric Ion Composition Measurement</td>
</tr>
<tr>
<td>CCE</td>
<td>Charge Composition Explorer</td>
</tr>
<tr>
<td>CHEM</td>
<td>Charge-Energy-Mass Spectrometer</td>
</tr>
<tr>
<td>CME</td>
<td>Coronal Mass Ejection</td>
</tr>
<tr>
<td>CRRES</td>
<td>Combined Release and Radiation Effects Satellite</td>
</tr>
<tr>
<td>EMIC</td>
<td>Electromagnetic Ion Cyclotron</td>
</tr>
<tr>
<td>ENA</td>
<td>Energetic Neutral Atoms</td>
</tr>
<tr>
<td>GEOS</td>
<td>Geodynamic Experimental Ocean Satellite</td>
</tr>
<tr>
<td>IMF</td>
<td>Interplanetary Magnetic Field</td>
</tr>
<tr>
<td>MICS</td>
<td>Magnetospheric Ion Composition Spectrometer</td>
</tr>
<tr>
<td>MLT</td>
<td>Magnetic Local Time</td>
</tr>
<tr>
<td>RAM</td>
<td>Ring current-Atmosphere interaction Model</td>
</tr>
<tr>
<td>RAM-ND</td>
<td>Ring current-Atmosphere interaction Model with Non-Dipole magnetic field</td>
</tr>
<tr>
<td>SAR</td>
<td>Stable Auroral Red</td>
</tr>
<tr>
<td>UT</td>
<td>Universal Time</td>
</tr>
</tbody>
</table>
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