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ABSTRACT

SOFTWARE DEFINED RADIO USING LABVIEW AND THE PC SOUND CARD: 

A TEACHING PLATFORM FOR DIGITAL COMMUNICATIONS

BY

JOSE CARLOS LANZONI 

University of New Hampshire, December, 2007

Different modulation techniques and protocols require a standard 

communications laboratory for engineering courses to be equipped with a broad 

set of equipment, tools and accessories. However, the high costs involved in a 

hardware-based laboratory can become prohibitively expensive for many 

institutions. Software simulations alone can replicate most real-world applications 

with much lower costs. Nevertheless, they do not replace the real-world feeling 

provided by hardware-based systems, which can produce and receive physical 

signals to and from the exterior media.

Advances in computer technology are allowing software-defined radio 

(SDR) concepts to be applied in many areas of communications. In this type of 

system, the baseband processing is performed completely in software while an 

analog RF front end hardware can be used for RF processing. The use of a 

software-defined radio platform in a digital communications laboratory can offer 

the benefits of software simulations coupled with the enthusiasm presented by 

hardware-based systems.
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A low-cost software-defined radio teaching platform implemented in 

LabVIEW using the personal computer sound card was developed for a digital 

communications laboratory along with a set of exercises to help students 

assimilate the concepts involved in communications theory and system 

implementation. This system allows for the generation, reception, processing, 

and analysis of signals in a 4 QAM (quadrature amplitude modulation) 

transceiver using the personal computer sound card to transmit and receive 

modulated signals.

This teaching platform provides the means necessary to explore the 

theoretical concepts of digital communication systems in a laboratory 

environment. National Instruments’ LabVIEW graphical programming 

environment allows a more intuitive way of coding, which helps students to spend 

more time learning the relevant theory concepts and less time coding the 

applications. Being a flexible and modular system, modifications can be made for 

optimization and use with different and/or more complex techniques.
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INTRODUCTION

Laboratory practice is a very important activity in engineering and physical 

sciences. It helps students to understand theoretical concepts learned in the 

classroom and it stimulates their interest and creativity by showing them how 

these concepts can be applied in the real world. The laboratory must be 

equipped with the necessary tools to perform experiments designed to reach 

specific learning goals. These tools can sometimes be very expensive and 

susceptible to damage due to accidents and/or misuse. Also, different types of 

tools and equipment may be available, and the choice of the apparatus must take 

into account the respective costs and performance for each one. Considering the 

typical high costs involved in a standard digital communication laboratory, a set 

of low-cost learning tools is proposed in this thesis. This thesis is an extension of 

the work done by Plante [7] and Beckwith [8], where a software defined-radio 

using MATLAB platform was presented as a teaching tool for digital 

communications.
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CHAPTER 1

TEACHING DIGITAL COMMUNICATIONS: THE LABORATORY

In order to provide students with the conditions to accomplish their 

experiments, a digital communication laboratory must have a broad set of 

equipment and tools such as oscilloscopes, spectrum analyzers, vector signal 

analyzers, logic analyzers, function generators, amplifiers, and filters, among 

others. Even though this equipment is very helpful in many applications, it can be 

prohibitively expensive when considering the need to have multiple lab stations 

to support several students in the same laboratory session. The limitations 

imposed by these hardware components regarding to their flexibility to 

accommodate structural changes (modularity), and vulnerability to bad wire 

connections that can cause equipment damage, must also be considered.

An alternative to lower the laboratory equipment costs and damage risks 

is to use pure computer simulations. However, these simulations typically do not 

replace the feeling associated with using real-world equipment.

Another approach to fill this gap is the subject of this thesis: software- 

defined radio using LabVIEW and the personal computer’s sound card. It is a 

system composed of hardware and software components which gives great 

flexibility and robustness with relatively low-cost equipment.

2
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1.1 -  How Students Learn: Learning Styles

In order to choose a teaching platform, it is necessary to determine the 

goals that must be reached to teach properly the subject of interest and also to 

understand how students learn. Students learn best by different methods and the 

choice of the teaching platform must accommodate fundamental differences in 

learning styles.

As discussed in [8] and shown in [26], there are three main learning styles: 

auditory, visual and kinesthetic. Students who fall in the auditory style learn 

better by hearing. For the ones that fall in the visual style, they can learn better 

when they read or look at a drawing that depicts the subject of interest. The ones 

that fall in the kinesthetic style can better learn when they touch and move 

objects. For every student, these three learning methods can coexist, although 

one of them is usually predominant. Therefore, it is crucial to integrate these 

three learning styles into the teaching method to better attend the overall 

student’s need.

1.2 -  Issues in a Communications Laboratory

The digital communication laboratory must have equipment capable of 

generating and visualizing signals in the time, frequency and l/Q domains. As 

discussed earlier and in [8], there are issues involving high costs, damage risks, 

flexibility, and robustness of the equipment used. Also, it must be considered that

3
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students have a better feeling for the theoretical concepts when they work with 

real equipment, changing parameters through the use of knobs and switches. 

Therefore, a purely hardware or purely software solution would not completely 

address these issues.

The experiments in a hardware-based communication laboratory often 

divide the whole process into stages. These are discrete blocks responsible for 

specific tasks that can be designed and analyzed separately from the other 

stages. Thus, it is desirable to have a system that could provide this modular 

approach, allowing more flexibility to include different techniques.

Another issue of consideration is the “idealized” environment in which the 

experiments are done. The tools and techniques often suffer from the lack of 

interferences found in the real world. The system used in the learning process 

must also account for imperfections usually found in practical implementations.

1.3 -  Objectives and Proposed System

The choice of a teaching platform to be used in the laboratory must 

consider the main objectives of teaching digital communications: low cost, low 

risk of equipment damage due to accidental bad wiring (more robustness), 

combination of hardware and software, modularity for more flexibility, possibility 

to integrate real world issues faced by implementers, modifiable for new 

techniques, incorporation of techniques that encapsulate the three fundamental
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learning styles and excite students to learn more. In an attempt to satisfy these 

requirements, a system using software-defined radio concepts is presented here.

The use of software-defined radio (SDR) is a good alternative to address 

the issues and the teaching objectives in digital communications laboratory. With 

the technological advances in faster processors, it is now possible to implement 

a complete digital communication system using very few hardware components. 

In such a system, the majority of the tasks are done in software, giving more 

flexibility to implement different techniques and allowing visualization at several 

nodes of the system diagram, while lowering costs and equipment damage risks.

1.4 -  Document Organization

This document presents a teaching platform to be used in a digital 

communication laboratory. Many theoretical and practical aspects involved in 

digital communications are discussed along with the proposed system.

Chapter 2 starts with a discussion on modulation schemes and the tools 

and equipment used in digital communication systems. Next, it presents the 

software-defined radio (SDR) key concepts and an introduction to the National 

Instruments’ LabVIEW graphical environment. The proposed SDR teaching 

system is presented with some detail, followed by a discussion on the RF front 

end hardware, the Flex-Radio SDR-1000. The set of laboratory experiments 

included in Appendix A is also discussed in this chapter.
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Chapter 3 describes a complete digital communication system structure 

and how SDR concepts can be incorporated into it.

Chapter 4 presents the 4 QAM SDR Transceiver.vi user interface and 

operation. This LabVIEW code implementation provides the interface for the SDR 

teaching system. The user interface and the radio operation are explained in 

detail in this chapter.

Chapter 5 starts with an introduction to quadrature signals. Later on, it 

discusses the pertinent theory behind each stage of the transmitter and receiver 

structures of the 4 QAM SDR Transceiver.vi, also presenting the LabVIEW code 

implementation of these stages.

Appendix A contains the set of proposed laboratory experiments, while 

Appendix B contains the entire LabVIEW code of the 4 QAM SDR Transceiver.vi.
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CHAPTER 2

SOFTWARE-DEFINED RADIO USING LABVIEW AND THE PC’S SOUND 

CARD AS A DIGITAL COMMUNICATION TEACHING SYSTEM

Chapter 1 explored the motivation and criteria to find a platform for 

teaching digital communications in a laboratory setting. Considering the need to 

maximize hardware flexibility and modularity while minimizing equipment costs 

and vulnerability to damage due to accidents, and still promoting means to 

explore the three learning styles discussed in section 1.1, a platform consisting in 

the use of software-defined radio concepts using LabVIEW and the PC’s sound 

card to teach digital communications is proposed and discussed in this chapter.

This chapter starts with a discussion on modulation schemes and the tools 

and equipment necessary for generation and visualization of signals used in a 

digital communication lab. An introduction to LabVIEW, the graphical software 

environment in which the SDR program code was implemented, is also 

presented here followed by the proposed system and a proposed set of lab 

experiments.
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2.1 -  Digital Modulations

A signal can be processed for use in a communication system by analog 

or digital modulation. The modulated signal has two components: the information 

(modulating) signal and the carrier signal.

Modulation Signal 
(Information)

MODULATION

Modulated Signal

Carrier

Figure 2-1 -  Modulation

In analog modulation, there are three different ways to modulate the 

signal: Amplitude Modulation (AM), Frequency Modulation (FM), and Phase 

Modulation (PM). They are said to be analog modulation types because the 

original (modulating) signal and the carrier signal are analog. Each one of these 

schemes has advantages and disadvantages, with FM being the one with relative 

lower immunity to noise interference.

In Amplitude Modulation (AM), the modulating signal is mixed with a 

sinusoidal carrier signal with a specific frequency and the resulting signal will 

have its amplitude varied proportionally to the amplitude of the modulating signal.

8
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Figure 2-2 -  Amplitude Modulation (AM)

In Frequency Modulation (FM), the frequency of the carrier is varied in 

proportion to the amplitude of the modulating signal. The amplitude of the 

resulting modulated signal is constant.
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Figure 2-3 -  Frequency modulation (FM)
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Phase Modulation (PM) is similar to FM. The phase of the carrier is shifted 

proportionally to the modulating signal. As in FM, the resulting modulated signal 

has constant amplitude.

The need for more reliable and secure transmission of information 

brought us the digital modulation schemes. By using digital modulation, the 

information is defined in bits before it is modulated, making it possible to apply 

encoding methods that can add security layers and better error correction 

features. In order to understand the received digital message it is necessary to 

demodulate and decode the received signal by using the same coding scheme 

used in the transmitter. Anyone who attempts to understand the information after 

the demodulation process will need to know how it was encoded; otherwise the 

received bit sequence will be unintelligible to the receiver.

There are three basic digital modulation types: amplitude shift keying 

(ASK), frequency shift keying (FSK), and phase shift keying (PSK). These three 

techniques modulate the carrier signal by varying one of the carrier’s parameters: 

amplitude, frequency, or phase according to the value of each information 

symbol to be transmitted, respectively. Each symbol is defined by the modulation 

scheme and it can convey one or more bits of information. For example, Binary 

Phase Shift Keying (BPSK) conveys only one bit per symbol while Quadrature 

Phase Shift Keying (QPSK) conveys two bits per a symbol. Figure 2-4 shows 

these basic digital modulation schemes.
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Figure 2-4 -  Basic digital modulation schemes

Arbitrary digital signals may be formed by simultaneously modulating 

quadrature carriers and combining them. The l/Q modulator uses the basis set of 

sine and cosine functions as carriers. Since these two functions are orthogonal, 

any signal can be written as a vector sum of these two functions. A quadrature 

signal is represented by a complex value, where the real part is defined as the In- 

phase (I) component and the imaginary part is defined as the Quadrature (Q) 

component of the signal. The information bits to be modulated are converted to 

symbols defined in a complex plane called constellation diagram (l/Q domain).

At the receiver side, the I and Q components of the signal can be mapped 

back into a constellation diagram, which gives a better understanding of how well

11
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the signal is being received. Constellation diagrams are shown by figure 2-5. (For 

detailed information about quadrature signals see [4])
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(c) noise free QPSK

01
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11

r
00

I (In-phase)

10

(d) noisy QPSK

Figure 2-5 -  Constellation diagram examples

In a laboratory teaching environment, it is expected to have a set of tools 

and equipment necessary to provide signal generation, signal processing, and 

signal measurement. Measuring equipments should allow observations of a 

given signal in the time, frequency, and l/Q domains.

12
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2.2 -  Software-Defined Radios

Software-defined radio is a programmable communication system with its 

key elements defined in software. The software is responsible for all baseband 

processing, which includes functions like source coding, channel coding, 

modulation, and equalization. Any change in the system parameters, such as the 

modulation scheme, can be done by just changing blocks of software code. This 

reduces the system cost and increases its flexibility, since there is no need to 

change any hardware if one decides to change some operational capabilities of 

the radio.

The use of SDR systems is becoming more popular as better processors 

with faster processing speeds are becoming available. These systems can be 

found in military and commercial applications, like cell phone base and amateur 

radio stations. There is a great expectation that SDR will be the dominant 

technology in radio communication in the near future.

Normally high-performance digital signal processors and/or FPGAs are 

used to process the baseband signal due to the intense computations performed 

by DSP algorithms. Therefore, it is expected to have some limitations when using 

personal computers as the core of a SDR system. Some of the LabVIEW 

routines may not respond as fast as required for a continuous process due to the 

nature of the programming environment. Operational system delays and 

processor speed may also be subjects of concern here.
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In a typical SDR communication system, the information to be sent is 

baseband-processed in software and sent to an up-conversion hardware system 

(controlled by the software) responsible to convert the baseband signal into an 

RF (radio-frequency) signal. This RF signal travels through the communication 

channel where it may suffer from impairments. The RF signal reaches the 

receiver that will pass it through the down-conversion hardware (also controlled 

by software) to convert it into its baseband form. The received signal in its 

baseband form is then processed in software and the information is extracted. A 

block diagram of this system is shown by figure 2-6.

interference
Information

Received
InformationTransmission

channel

SOFTWARESOFTWARE
control control

Conversion 
to RF

Down
Conversion

Baseband

Baseband
Processing

(Modulation)

Baseband
Processing

(Demodulation)

Figure 2-6 -  Block diagram of a SDR communication system

2.3 -  The LabVIEW Graphical Environment

National Instruments’ LabVIEW is a graphical programming environment 

that works on a data flow model (data flows from data source to data sink). It is a 

powerful and flexible software package widely used in industry and academia for

14
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data acquisition, instrument control, and analysis. LabVIEW can run in many 

different platforms like Windows, MacOS, Linux, and Solaris. Instead of using 

lines of code, LabVIEW provides a graphical programming environment that 

makes coding a lot easier compared to text based languages. Its graphical 

language makes programming more intuitive, and therefore, easier to write code 

and understand how a piece of code works.

With its graphical programming language (called G) LabVIEW can reduce 

the programming time by orders of magnitude. It has an Analysis library which 

contains functions for many different tasks like signal generation, signal 

processing, filters, statistics, array arithmetic, and linear algebra. There is also an 

extensive library of examples that can be applied in different areas of interest. 

LabVIEW can also incorporate m-files (code used in MATLAB) using its built-in 

function called Mathscript.

A LabVIEW program, called a virtual instrument (VI), has three main parts: 

the front panel (FP), the block diagram (BD), and the icon/connector pane. Vis 

are hierarchical and modular. AVI used within another VI is called subVI (similar 

to a subroutine).

The front panel is the interactive user interface. It can contain graphical 

objects used as controls or indicators, like push buttons, switches, knobs, and 

graphs.

The block diagram is where the Vi’s source code (executable) resides. It 

contains sources, sinks, subVIs (lower-level Vis), and execution control 

structures. These objects are connected by wires to define the program logic.

15
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Front panel objects have corresponding terminals on the block diagram in order 

to pass data between the user and the program.

The VI icon is the graphical representation of the VI. The VI icon is 

displayed when it is inserted in a block diagram of another VI. The connector 

pane is the mechanism to connect wires from the block diagram to the subVI, 

defining its inputs (controls) and outputs (indicators).
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Figure 2-7 -  Components of a VI

Many resources are available for LabVIEW users. Besides its extensive 

list of examples found in its library and its help files, there are many books 

destined to beginners, intermediate, and advanced users. Also, other great 

resources like tutorials and user forums can be easily found in the internet.
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2.4 -  SDR Using LabVIEW

The system proposed in this document as a teaching platform for the 

digital communications laboratory has in its core the LabVIEW graphical 

programming environment. It uses a personal computer with the LabVIEW 

software installed and the computer’s sound card to send and/or receive the 

modulated signal. By using this system, the student can practice with a real 

working radio where it is possible to easily change key parameters and observe 

the system behavior virtually at any node of the system. Any desired change can 

be done in software, giving more flexibility while restricting drastically chances of 

accidental equipment damage.

The computer may work as a transmitter or a receiver (transceiver). When 

set to work as a transmitter, a binary sequence is used as the information to be 

sent through the communication channel. This binary sequence passes through 

the necessary stages, from frame encapsulation to the final intermediate 

frequency (IF) modulated signal, which is sent to the communication channel 

using the sound card output. When working as a receiver, the receiving computer 

acquires the incoming IF modulated signal using its sound card which is passed 

through the necessary steps to retrieve the information sent by the transmitter. A 

simple audio cable is used as the communication medium.
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Figure 2-8 -  SDR system using LabVIEW

This system was chosen to simplify the laboratory experiments, since the 

final stage at the transmitter up converts the modulated signal only to an 

intermediate frequency (IF) which was originally set to 10 kHz. This value was 

chosen taking into account the sound card sample rate capabilities (the sound 

card sample rate was set to 44.1 kHz) and the possibility to send the modulated 

signal to a radio frequency (RF) stage, like the one used by the FlexRadio 

Systems SDR-1000 Software Radio, which uses an intermediate frequency 

signal at 11.025 kHz. The SDR-1000 is a software-defined radio platform 

originally designed for amateur radio operators. It was the chosen platform 

adapted for use with MATLAB in Plante and Beckwith’ work [7, 8], A discussion 

on the SDR-1000 platform is presented in the next section of this chapter. Figure

2.9 shows the signal path in the proposed SDR system.

18

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Baseband Signal
(generation,

encapsulation,
modulation)

Intermediate 
Frequency Modulated 

Signal

D/A Conversion by 
Sound Card 

(44.1 kHz Sample Rate)

Generate 
Intermediate 

Frequency Carrier 
(-10 kHz)

(a) Transmitter

A/D Conversion by 
Sound Card 

(44.1 kHz Sample Rate)

Baseband Signal 
(demodulation, 

information 
extraction)

Local Carrier 
Generation using 

estimation algorithm 
(-10 kHz)

Apply Filter and AGC Low
to get cleaner IF — K x ) — ► Pass

Signal j L Filtering

(b) Receiver 

Figure 2-9 -  Signal path in the SDR system

In the transmitter, the information (a binary sequence) is generated and 

encapsulated into a binary frame before modulation. After modulation, the signal 

is up-converted to an IF signal by mixing it with a carrier of 10 kHz (the frequency 

of the carrier can be adjusted by the user). This IF modulated signal is then sent 

to the sound card for transmission. The sound card is set to work at a sample 

rate of 44.1 kHz and converts the digital signal into an analog signal (D/A 

conversion).

In the receiver, the modulated IF signal is captured by the sound card, 

which is also set to work with a sample rate of 44.1 kHz. The analog signal is 

converted into a digital signal (A/D conversion) and stored in the sound card

19

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



buffers. The signal is then filtered and an automatic gain control (AGC) is applied 

to get a cleaner signal with a proper dynamic range. Later, the IF carrier is 

extracted by digitally mixing the incoming signal with a local carrier generated in 

the receiver using a carrier synchronization algorithm and low pass filtering 

(LPF). The baseband signal is then demodulated and the information is 

extracted.

There are many toolkits available to be added to LabVIEW, like control 

design, advanced signal processing, order analysis, system identification, and 

modulation toolkits, to name a few. The modulation toolkit has a vast variety of 

modules and functions that can be applied in communications systems.

However, these modules were originally designed to work in computer 

simulations and therefore many of them are not well suited for use with 

communication systems working with external physical signals in real-time. In 

order to make a real-time working SDR system able to send and receive signal to 

and from outside the computer, it is necessary to develop other functions and 

modules.

Since the proposed SDR system uses a Windows-based personal 

computer and LabVIEW, it is expected to have some limitations in its use. These 

limitations are due to the complexity of the LabVIEW algorithms used in the 

system, the computer’s processing speed, the interruptions often made as the 

operating system is working (Windows is not a real-time operating system), and 

the computer’s sound card specifications. As discussed before, a SDR system 

requires a lot of computation done by the DSP algorithms. When the system is
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not fast enough (processing takes too much time), information sent or received 

by the computer is likely to be lost. In order to reduce this problem, the number of 

sound card buffers can be increased in the receiver. This procedure gives more 

time for processing before the overall sound card buffer exceeds its capacity 

(buffer overflow). When the transmitter or receiver is in an idle state (no heavy 

computations are being done), there is no problem of buffer overflow. However, 

buffer overflows can occur at some point if the system processes heavy 

computations continuously.

LabVIEW has a sound card interface that can be used to send and receive 

signals to and from the computer’s sound card. It uses the lvsound.dll library 

provided by National Instruments. However, this interface has some limitations in 

terms of sample rates, resolution, number of buffers, and number of channels.

For this reason, another interface was chosen to manipulate these parameters: 

the Wave I/O Sound Card Interface designed by Zeitnitz [12]. By using this 

interface, the number and size of the sound card buffers can be readily adjusted, 

as well as the sound card sample rate.

The proposed SDR teaching system using LabVIEW and the computer’s 

sound card was developed for a 4 QAM modulation (4 QAM SDR Transceiver.vi). 

A set of laboratory experiments was designed as a guide to explore the entire 

SDR system. Students can easily change parameters and/or blocks of code and 

observe the behavior of the system at several different nodes. The 4 QAM SDR 

Transceiver is discussed in more detail in chapters 4 and 5.
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2.5 -  The Flex-Radio Systems SDR-1000 Platform

The FlexRadio Systems SDR-1000 Software Radio was developed by 

Gerald Youngblood originally for use in amateur radio communications. It started 

using Visual Basic as the software platform and later it has migrated to Microsoft 

C#. The software runs in a Windows-based personal computer using its sound 

card to send or receive an intermediate frequency (IF) modulated signal. This 

system uses hardware specially designed to convert the IF signal to the radio 

frequency (RF) range and vice-versa. The SDR-1000 hardware can be adapted 

to work with the designed LabVIEW based SDR learning system, as it was done 

by Plante [7] and Beckwith [8] in their SDR system using MATLAB. Actually, by 

using Mathscript (one of the LabVIEW built-in functions), it is possible to 

incorporate the same hardware control code used by Plante and Beckwith into 

LabVIEW to control the SDR-1000 hardware interface. Since the focus of this 

thesis is on developing the LabVIEW user interface, the incorporation of 

hardware control code was deferred to a later time. Figure 2.10 shows the 

structure of an SDR system using the RF stage implemented in hardware.
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Figure 2-10 -  SDR system using RF front end hardware stage

The SDR-1000 hardware operation is controlled via the computer’s

parallel port. When the system is set to transmit, the parallel port sends the 

proper controls to specify the carrier frequency of the transmitted RF signal and 

to select the proper filter to send the signal to the antenna or connecting cable. 

When it is set to receive, the signal comes from the antenna and the computer’s
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parallel port sends the appropriate controls to the filter bank to select a bandpass 

filter and also to generate an RF carrier to be mixed with the signal coming from 

the filter bank. After this processing, the signal arrives at the computer’s sound 

card in the IF band to be processed by the software. For more detail on the SDR- 

1000 hardware see [7, 8, 18, 19, 20, and 21].

2.6 -  Laboratory Experiments

A set of laboratory experiments is also proposed as a guide for the digital 

communication teaching platform using LabVIEW. These experiments were 

designed to expose all of the working parts of a real digital communication 

system, from the binary information generation to transmission and from signal 

reception to the binary information extraction at the receiver.

The first proposed experiment (Lab #1) introduces the LabVIEW graphical 

environment to the student via a tutorial in the pseudo-random binary sequences 

theory. The student can become familiar with the basic functions and structures 

used in LabVIEW and explore its capabilities by designing a pseudo-random 

binary sequence generator.

The second experiment (Lab #2) introduces the SDR system using 

LabVIEW and the computer’s sound card. In this experiment, students will 

become familiar with a real SDR system and its block diagram. They will be able 

to observe the frequency spectrum of the modulated signal as changes in the 

carrier frequency are applied. Students can also verify the existence of aliasing in

24
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the modulated signal when the symbol rate is set too high. In addition, the sound 

card’s sample frequency offset can be observed, since a sound card is likely to 

sample at a slightly different sample rate from another one.

The third experiment (Lab #3) deals with pulse shaping. With this 

experiment students will explore the task of pulse shaping in communication 

systems. By using different pulse shapes, they will be able to compare the 

baseband modulated signal using constellation and eye diagrams. Pulse shape 

parameters can also be varied to observe the signal behavior at points of 

interest.

Lab #4 covers the carrier recovery process. The SDR system works with a 

4 QAM modulation scheme and uses the 4 QAM Costas Loop algorithm to 

recover the IF modulated signal to its baseband form. Students will become 

familiar with the down-conversion of the IF signal to its baseband form by 

exploring this algorithm.

Symbol timing recovery is covered in Lab #5. The Delay-Locked Loop 

(DLL) and the Max-Eye algorithms are presented and students can explore their 

performance in the system.

These proposed laboratory experiments are included in Appendix A of this 

document.
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2.7 -  Conclusion

Considering the requisites for a digital communication system teaching 

platform, a SDR using LabVIEW was presented in this chapter. This system 

provides flexibility and modularity, making it possible to replace, modify, add, 

and/or eliminate blocks of code to attend specific goals. It has a relatively low 

cost, since it uses only a personal computer with LabVIEW software installed. 

Also, since the only wired connection is accomplished with and audio cable to 

connect the sound cards of the transmitter and the receiver computers, the risk of 

accidental damage becomes essentially negligible. In addition, the three main 

learning styles can be explored by using this system: students can actuate 

switches and buttons, modify/create blocks of code, hear the sound of the 

modulated signals from the computer’s sound card, and visualize the signal’s 

behavior in several nodes of the system.

A set of laboratory experiments is proposed to be used with this SDR 

system. These experiments can be modified to attend different tasks.

In conclusion, a combination of hardware and software that implements 

the characteristics presented above provides a robust platform for conveying the 

fundamental, practical concepts of digital communications.
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CHAPTER 3

DIGITAL COMMUNICATION SYSTEMS AND THE SDR

A communication system is typically made of a transmitter, a 

communication channel and a receiver. There are many operational building 

blocks responsible for different tasks inside this structure. This chapter discusses 

the working blocks of a typical digital communication system and how software- 

defined radio (SDR) concepts can be incorporated into it. First, the block diagram 

of a classic system is presented followed by a description of each block. A 

discussion on how software and hardware can fit into this system follows next: 

the SDR implementation, its tasks, applications, advantages, and limitations.

3.1 -  The Typical Digital Communication System Structure

The transmitter, the receiver, and the communication channel form the 

basic composition of a communication system. The transmitter and receiver, 

however, may have several different stages where the information signal needs 

to be processed. A general block diagram is depicted by figure 3-1.
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Figure 3-1 -  Typical digital communication system block diagram

The information source generates the signal for transmission. This signal 

can be analog, such as voice, or digital, such as a binary sequence. An analog to 

digital (A/D) conversion is necessary if the information signal is analog. The 

information, generally a baseband signal, can be directly processed by the 

modulation block, or passed through a source coding process and/or a channel 

coding stage. A description of each block is given next. Many, but not all, of 

these blocks appear in the LabVIEW implementation of the 4 QAM SDR 

Transceiver.
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3.1.1 -  Source Coding

Data compression algorithms are generally applied in the source coding 

stage to minimize transmission bandwidth. Examples of source coding are JPEG 

and MPEG.

3.1.2 -  Channel Coding

The channel coding stage is used to increase immunity to noise and 

interference at the receiver by using error correction algorithms. This is done by 

adding redundant data bits to the data sequence. Examples of error-correcting 

codes are Convolutional, Hamming, Golay, and Reed-Solomon.

3.1.3 -  Modulation

The modulation stage is responsible for applying the desired modulation 

scheme on the incoming signal and splitting it into quadrature components: the 

in-phase (I) and the quadrature-phase (Q) components. In this stage, pulse- 

shaping is applied to the data bit stream in order to reduce intersymbol 

interference and bandwidth usage.

3.1.4 -  Up-Conversion

The up-conversion stage takes the incoming complex l/Q baseband signal 

and converts it into a real passband radio frequency (RF) signal to be transmitted 

through the communication channel.
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3.1.5 -  Channel

The transmitted signal is passed through the communication channel 

where it may suffer from impairments due to noise, interferences, and fading.

3.1.6 -  Down-Conversion

The down-conversion stage is responsible to convert the incoming RF 

signal into its original complex l/Q baseband form. In order to do this, a local, 

phase coherent carrier is generated in the receiver and mixed with the RF signal. 

The resultant signal is passed through a low pass filter to recover the complex 

l/Q baseband signal.

3.1.7 -  Demodulation

The demodulation stage processes the complex l/Q baseband signal to 

extract the information. This process involves matched filtering, symbol timing 

extraction, symbol synchronization, frequency offset correction, and equalization.

3.1.8 -  Channel Decoding

The channel decoding stage is responsible for correcting the incoming 

information signal using the specified decoding algorithm for the error-correcting 

code used by the transmitter.
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3.1.9 -  Source Decoding

The source decoding stage uses the equivalent decompression algorithm 

for the data compression method used by the transmitter to retrieve the original 

information.

3.1.10 -  Tools Used in a Digital Communication System

Different tools are used to investigate a digital communication system. 

Normally, the bit error rate (BER) is a measure to identify how well a system 

performs. Other measurements like l/Q Gain Imbalance, Quadrature Skew, 

Magnitude Error, Phase Error, Error Vector Magnitude (EVM), and Rho ( p )  are 

also common to determine the system performance. Among the most common 

tools for visualization are the Eye diagram, the Constellation diagram, the Trellis 

diagram, and the XY graph.

3.2 -  SDR in a Digital Communication System

The use of software-defined radio in communication systems has become 

more popular with the advances in the computer technology. The intense 

computations required by the DSP algorithms can be handled by fast processors 

running under real-time operating systems. Thus, software can be used to 

implement the key stages of an entire communication system, and thereby 

reducing the need for protocol-specific hardware elements.
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Figure 3-2 shows a block diagram of a digital communication system 

highlighting the parts implemented in software and the ones implemented in 

hardware.

In form ation
Source
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Source
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Channel
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to  IF
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Baseband

Channel
D ecoding

Source
D ecoding►D em odulation

HARDWARE SOFTWARE

Figure 3-2 -  Software and hardware implementation in a digital communication system

As stated earlier, software is responsible for all the key tasks where 

important operations within the system are defined. It is within the software that 

the choices of coding, modulation schemes, and frequency band are specified. 

The hardware used by SDR systems consists of a superheterodyne RF front end 

responsible for converting intermediate frequency (IF) signals to radio frequency 

(RF) signals during transmission and vice-versa during reception. This hardware
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is also controlled by software, which determines the desired frequency band to 

be used. An analog to digital (A/D) converter is also necessary to convert analog 

IF signals into a digital form for processing within the software and vice-versa.

The use of software-defined radio has gained attention for its flexibility and 

modularity. Software-defined radio devices can operate using various 

communication protocols in different frequency bands. These devices can be 

reconfigured on-the-fly and can incorporate enhanced features with software 

upgrades. In addition, SDR concepts can be used for building radio devices 

(cognitive radios) capable of optimizing their own performance by looking at the 

RF spectrum in their neighborhood and reconfiguring their settings accordingly.

When using a personal computer running under a non-real time operating 

system like Windows and a programming environment like LabVIEW, there are 

some limitations to which one must pay attention when working with a SDR 

system. The intense computations required by the DSP algorithms can take a lot 

of the processing time, particularly in the receiver part of the radio. Even when 

allocating a large number of sound card buffers, buffer overflow may occur during 

the demodulation process. Besides increasing the number of sound card buffers, 

it is necessary to keep the code optimized and clean of unnecessary operations. 

Also, some software platforms are better than others when dealing with the DSP 

algorithms, since certain code languages take more time than others to process 

a specific task.
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3.3 -  Summary

Software-defined radios can be used in a complete digital communication 

system providing more flexibility and modularity. They can offer the use of 

different communication protocols, modulation types, operating frequency band, 

and allow changes of configuration on-the-fly. In addition, upgrades to enhance 

their performances can be easily added to the system.

For these advantages, the SDR has gained a lot of attention in the radio 

communications scenario. It has already being used in military applications and 

cell phone base stations, and has a great potential for several other types of 

applications, like the teaching platform proposed by this document.

By compensating for the limitations when used in a computer running 

under a non-real time operating system with a particular software programming 

language, an SDR can be used satisfactorily to provide a low-cost alternative to a 

digital communication system teaching platform.
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CHAPTER 4

THE 4 QAM SDR TRANSCEIVER: USER INTERFACE AND

OPERATION

Quadrature Amplitude Modulation (QAM) is a technique widely used in 

digital communication systems. Applications like high speed cable, FAX modem, 

multi-tone wireless, and satellite channels make use of this type of modulation 

scheme. 4 QAM was the modulation technique chosen to implement the SDR 

teaching platform using LabVIEW for its simplicity, as compared to more complex 

QAM schemes like 64 QAM and 256 QAM used by digital cable television and 

cable modems. This chapter introduces the 4 QAM SDR Transceiver 

implemented in LabVIEW using the personal computer’s sound card. The user 

interface (the Vi’s front panel) is discussed in detail in section 4.1, while the 

system operation is presented in section 4.2. The code that implements the SDR 

is presented in chapter 5, in which is discussed the pertinent digital 

communications theory and the LabVIEW implementation of each block of the 

system. Figures 5-2 and 5-16 show the block diagram of the transmitter and the 

receiver structures, respectively.
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4.1 -  Front Panel and System Description

The 4 QAM SDR Transceiver was designed to integrate the basic working 

stages of a digital communication system and to offer easy access for operation 

control, system parameter changes, and signal observation for use as a teaching 

tool in a digital communication laboratory. The user can control the modulation 

parameters like pulse shape filter type, symbol rate, and carrier frequency and 

observe the system behavior as a consequence of those changes. Sound card 

parameters like sample rate and number of buffers can also be manipulated by 

the user. This system provides graphs for visualization of signals in the time, 

frequency, and l/Q domains in several points of interest within the circuitry of the 

SDR. In addition, it allows modifications in the code to add more features to the 

system.

The front panel of the 4 QAM SDR Transceiver.vi is shown in figure 4-1; 

figure 4-1 (a) shows the front panel when the radio is set to the transmitter mode 

and figure 4-1 (b) shows it in the receiver mode. A description of each part of the 

front panel is given next with reference to figure 4-1, which helps to understand 

how the radio can be operated. It is relevant to note that the default values for the 

controls are displayed in parentheses in the control panel. More details regarding 

the operation of the 4 QAM SDR Transceiver are given in section 4.2.
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(b) Receiver mode 

Figure 4-1 -  4 QAM SDR Transceiver front panel
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4.1.1 -  Execution Control

These icons (1) control the execution of the VI (virtual instrument). A 

description of the execution icons in reference to figure 4-2 is given next, 

a -  Run button: it starts the execution once.

b -  Run Continuously button: it starts the execution once and then every time the 

VI is stopped.

c -  Abort button: it aborts the Vi’s execution. Its use is not recommended for 

operation of this VI, since it can cause problems when the VI starts running 

again.

d -  Pause button: it pauses the Vi’s execution. This is particularly useful for 

printing graphs.

transceiver: TX for transmitter or RX for receiver.

4.1.3 -  ON Indicator

When the VI is running, this indicator (3) will display a green light. It turns 

off as the VI is stopped.

a b c d

Figure 4-2 -  V i’s execution control

4.1.2 -  Transmitter/Receiver Mode Tabs

These tabs (2) are used to choose the desired operating mode of the

38
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4.1.4 -  Stop Button

This is the button (4) that must be used to stop the Vi’s execution.

4.1.5 -  Modulation Parameters in Transmitter Mode

Figure 4-3 shows the modulation parameters (3) defined in the control 

panel. In reference to this figure, these parameters are: 

a -  Pulse Shaping Filter: it selects the desired pulse shaping filter type. The 

options are raised cosine (RC), root raised cosine (RRC), and none. The default 

value is RRC.

b -  Filter Parameter: this is the value used for the filter roll-off factor ( a  ). Its 

default value is 0.5.

c -  Symbol Rate: It defines the symbol rate for the information transmission in 

symbols per second or Hz (Hertz). The default value is 2000 Hz. 

d -  Samples/Symbol: it defines the number of samples per symbol used in the 

pulse shaping filter. The default value is 16.

e — IF: it is the intermediate frequency value used in the carrier in Hz. The default 

value is 10 kHz.

b

c  

d  

e

Figure 4-3 -  Transmitter modulation parameters
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4.1.6 -  Sound Card Parameters

The sound card parameters (6) are explained as follows, according to 

figure 4-4:

a -  Sample Rate: it defines the sound card sample rate. The default value is 44.1 

kHz.

b - # of Buffers: it defines the number of buffers used by the sound card. The 

default value is 10 when the VI is in transmitter mode and 3000 when it is in the 

receiver mode.

c -  Device ID: it is the identification number of the device used as sound output 

while in the transmitter mode or sound input when in receiver mode, 

d -  Error: it displays the sound card error status and the source of the error.

Sample Rate [H i]  (44100)
-144100

*  IUifft»r« ( <f)(lO)

b —  3
Device ID (0)

C  -------------

I f  III.
code

I

Figure 4-4 -  Sound card parameters
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4.1.7 -  Graph Display Tabs in Transmitter Mode

The system allows the user to observe waveforms at several points of 

interest by clicking in the desired graph display tab (7). Figure 4-5 shows the 

transmitter graph display tabs. They are explained as follows.

> h 1 U utiiu l Signal b ound turd )

n i - M a o r l l i t ' ( b 4 )  Iru in r  B it. (1114) Symbol Manning <.W) fulni-shigong (KSO lon rtH tan o n  Diagram l-yr- Uuigrurn Hurp.il Signal (sound i uril)

Figure 4-5 -  Graph display tabs for transmitter mode

Message Bits: the binary original information data. This VI uses a pseudo 

random binary sequence generator to create 64 binary digits.

Frame Bits: each block of information to be sent by the transmitter is 

encapsulated into a frame for synchronization purposes. The frame structure 

starts with a predefined 20-bit sequence of a defined bit pattern called SOF (start 

of frame) bits. The message bits are appended next and are followed by another
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20-bit sequence of another predefined pattern called EOF (end of frame) bits. 

The total frame size is 104.

Symbol Mapping: it displays the in-phase and quadrature-phase signals after the 

frame bits are converted into complex symbols. A symbol is defined as a point 

determined by the complex l/Q plane. The 104 frame bits are divided into the in- 

phase (I) and quadrature-phase (Q) channels with 52 samples each.

Pulse Shaping: it shows the up-sampled and pulse-shaped signals in the I and Q 

channels. In each channel, the signal is up-sampled by the samples per symbol 

value specified in the Samples/Symbol control. For its default value (16), there 

will be 832 samples per frame in each channel.

Constellation Diagram: it displays the constellation diagram of the transmitted 

signal.

Eve Diagram: it shows the eye diagram of the transmitted signal.

Output Signal (sound card): it displays the signal in the time domain after it is up- 

converted by the IF carrier and it is ready to be sent to the sound card for 

transmission. The output signal amplitude is adjusted by a simple automatic gain 

control to get a better dynamic range in the sound card.

FFT Output Signal (sound card): it displays the signal sent to the sound card for 

transmission in the frequency domain.

4.1.8 -  Frame Marker Bits in Transmitter

In these controls (8) the SOF and EOF bit patterns are defined.
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4.1.9 -  Apply Noise

The user can add white Gaussian noise to the transmitted signal to verify 

the performance of the receiver at different levels of noise in the transmission 

path. This can be done using the Apply Noise controls (9) on the front panel, as 

shown in detail in figure 4-6. According to this figure, the controls and the 

indicator are as follows.

a -  SNR (dB) Slide Control: it is the amount of signal to noise ratio (SNR) in 

decibels.

b -  On/Off Switch: it turns on and off the addition of noise at the transmitted 

signal.

c -  Noise Indicator: a green light indicates the noise addition is on; otherwise, the 

indicator is turned off.

Figure 4-6 -  Apply noise control

4.1.10 -  Modulation Parameters in Receiver Mode

In the receiver mode, the modulation parameters (10 in figure 4-1, and a, 

b, c, d, and e in figure 4-7) must match the ones set in the transmitter. Besides 

having all of the section controls of the transmitter, the receiver has the control 

mu ( j u ), indicated in figure 4-7 by the letter f. This is the adaptation constant 

value used by the phase synchronization algorithm. Its default value is 10.
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Figure 4-7 -Modulation parameters in receiver mode

4.1.11 -  Graph Display Tabs in Receiver Mode

Figure 4-8 shows the graph display tabs of the receiver mode (11). They 

are described as follows.

Input Signal (sound card): it displays the signal received by the sound card in the 

time domain.

FFT Input Signal (sound card): it displays the signal received by the sound card 

in the frequency domain.

Baseband Conversion: it shows the signals in the I and Q channels after carrier 

synchronization and down-conversion to baseband.

Phase Update: it displays how the phase is updated by the carrier 

synchronization algorithm.

Matched Filter: it displays the signals at the output of the matched filter.

Symbol Timing: it shows the symbol clock recovered by the symbol clock 

recovery algorithm.
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Constellation Diagram: it displays the constellation diagram of the received signal 

after demodulation.

Eve Diagram: it shows the eye diagram of the received signal in the I and Q 

channels.

Decimation: it displays the output of the decimation block, when the signal is 

down-sampled by the same amount it was up sampled in the transmitter.

SOF Index: it shows the index of the first start of frame (SOF) bit.

Received Frame: it displays the 104-bit frame received from the demodulation 

process.

Received Message: it shows the 64-bit received message.

Message Error: it displays the error in the received message.

BER: it displays the bit error rate.

Inpirt Sifjndl (bound I  M il) f n  Input Sapid  (« iu n d  ra rd ) Nafehaiid I  .inversion M u t e  Update M atiln -d  h lte r  Symbol T n i n i  Londettaliun Diagr.

Figure 4-8 -  Graph display tabs for receiver mode
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4.1.12 -  Symbol Timing -  DLL

In this section (12), the value of the threshold E0 used in the symbol timing 

recovery algorithm is defined. Its default value is 1.0.

4.1.13 -  RX Status

This indicator (13) displays the reception status. Figure 4-9 shows the RX 

Status display. A description of the contents of this display is given next, 

according to the figure:

a -  Alphanumeric Display: it displays the message “Receiving Signal” when 

processing a received signal. Otherwise, it displays “No Signal”, 

b -  Reception Indicator: when receiving a transmitted signal, it lights up. If the 

signal is too weak to be processed, the indicator turns off.

4.1.14 -  Apply Time Delay Control

This section (14) allows the user to apply a processing delay of 2 seconds 

for each iteration of the main processing loop of the code. This gives to the user 

the capability of slowing down the demodulation process in order to better 

understand how it is being done when looking at the graphs. Figure 4-10 depicts 

this control in the front panel. It is described as follows:

Figure 4-9 -  RX status display
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a -  On/Off Switch: it turns on or off the time delay.

b -  Delay Indicator: it turns on when the time delay is applied to the system.

1 H 'i  /  'M l ! 1* •«•»

Figure 4-10 -  Time delay control

4.2 -  The 4 QAM SDR Transceiver Operation

The 4-QAM SDR Transceiver system works with two personal computers 

with the LabVIEW software and the 4-QAM SDR Transceiver.vi installed on both 

computers. Each computer has the ability to work as transmitter or receiver, but 

to make things simple we are considering one of them will be the transmitter 

while the other computer will work as the receiver. Both transmitter and receiver 

need to agree on the modulation parameters for proper communication between 

them. The sound card output of the transmitter is connected via an audio cable to 

the sound card input of the receiver.

To run the receiver, one must click on the start button of the VI (see figure 

4-2). When the transmitter is not working, i.e., no signal is being transmitted, the 

receiver may get a very weak signal which will not be recognized as an 

information signal to be decoded, and the signal is discarded before any more 

processing. The receiver does that by analyzing the incoming signal power and 

comparing it to a pre-specified value. When the transmitter is working, the signal
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arrives at the receiver with a larger power. When this power is large enough to 

overcome that pre-specified value, then the demodulation process starts.

If the user desires to stop the transmitter or the receiver, he/she needs to 

do that by clicking on the stop button in the control panel. The user should not 

use the abort button located in the Vi’s execution control shown in figure 4-2. 

Using the abort button can cause memory problems when the VI is set to run 

again. If this is done accidentally, it is recommended to close the VI and open it 

again to clear the memory usage.

The VI execution can be paused anytime by pressing the pause button. 

This is a convenient resource to copy a graph to another application like a word 

processor. To copy a graph to another application, the user can right-click on the 

graph when the VI is paused and choose the desired option from the pop up 

menu.

The user can try several changes in parameters by just changing the 

control values in the control panel. If he/she wants to get back the default values 

for these controls, he/she can click on the “Edit” menu and choose “Reinitialize 

Value to Default.”

Some of the graph tabs offer the choice of displaying one or two graphs. 

The user can select the desired graph by clicking on the respective radio button 

located in the tab.

The demodulation process in the receiver takes a lot more processing 

time than the modulation in the transmitter. Buffer overflow at the receiver sound 

card may occur at some point when the receiver is working in a continuous
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demodulation process. This problem can be reduced by increasing the number of 

sound card buffers. Typically, with the default value of 3000 sound card buffers 

the receiver can work in the demodulation process for about 3 minutes. After a 

buffer overflow condition, it is required to reinitialize the receiver. The receiver 

checks the presence of a possible incoming signal for demodulation. The 

demodulation process only starts after verifying the presence of an incoming 

energy signal at the sound card buffer. This helps to avoid unnecessary 

processing and buffer overflows. The sound card error display indicator notifies 

the user when a sound card related error occurs.

It is important to notice that this system runs under Windows, which is not 

a real-time operating system. Interruptions made in the computing environment 

can cause strange behavior in the SDR system. Sometimes it is recommended 

that a shut down and reboot of the entire system be done in order to get the SDR 

system working properly again.
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CHAPTER 5

THE 4 QAM SDR TRANSCEIVER: THEORY AND LABVIEW CODE 

IMPLEMENTATION

The user interface and operation of the 4 QAM SDR Transceiver were 

explained in chapter 4. This chapter starts with an introduction to the quadrature 

modulation theory. Next, it discusses the 4 QAM SDR Transceiver structure, 

starting with the transmitter and later the receiver. The relevant theory behind 

each stage of the system is also presented, as well as the corresponding 

LabVIEW code implementation. The entire code, the subVIs icons, and some 

other VI implementations are presented in appendix B.

5.1 -  Quadrature Signals

Quadrature signal modulation is a technique where two sinusoids out of 

phase with each other by 90° are used as carriers. The information to be sent is 

divided into two components: in-phase (l(t)) and quadrature-phase (Q(t)). The l(t) 

and Q(t) signals are put into the in-phase and quadrature-phase channels, 

respectively, and mixed with the sinusoids of frequency fc and phase 6 . The 

transmitted signal s(t) is given by the form:

s(t) = I ( t )  cos(2;r f ct + 0 ) -  Q (t) sin(2;r f ct  + 0) (5-1)
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cos(2;r f ct  + 6)

LPF

Q'(t)Q(t)
LPF

TRANSMITTER RECEIVER

Figure 5-1 -  Quadrature modulation and demodulation

The received quadrature signals l’(t) and Q’(t) are given by:

/  '(0 = LP F  {5(0 cos(2 n f j  + (/>)}

= LP F  {(7 (0  cos(2 n f ct + d )~  Q (t) sin(2 n f ct + &)) cos(2 n f 0t  + </>)}

= L P F [ l{ t )  cos(2^- f ct + 6) c o s ( 27t f 0t  + </>)- Q (t) sin(2n f ct + 6) cos(2^f 0t + (/>)]

Q '(0 = -L P F  {^(0 sin(2 n f 0t + </>)}

-  -L P F  {(7(0 cos(2n f ct + 0 ) -  Q(t) sin(2^f j t  + 0)) sin(2n f Qt + </>)} (5-3)

= -L P F  {7(0  c o s (2t t f ct + 6) sin(2n f at + </>)- Q(t) sin(2/rf ct + 6) sin(2n f ot + (/>))

where f0 and (j> are the locally generated carrier frequency and phase, 

respectively.

Considering the relationships:
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sin(x) cos(>0 = - ■  [sin(x -  y ) + sin(x + y )] (5-4)

cos(x) cos(y) = [cos(x -  y )  + cos(x + y)] (5-5)

sin(x) sin(y) = [cos(x -  y ) -  cos(x + y)] (5-6)

sin(-x) = -s in (x) (5-7)

and the frequencies fc and f0 with very close values, which makes fc + f0 ~ 2 fQ, 

the signals l’(t) and Q’(t) become:

I \ l ) = ~ I { t )  cos[2 n ( f ,  - / „ )  + (S -|!> )]-ie (» )s in [2 i(/e - / J  + (e -^ ) ] (5-8)

Q \ t )  = i  /(») sin\2 n ( fc -  /„)  + (6  -  *()] + ~  Q(t) cos[2*(/t - f 0) + ( 0 -(*)] (5-9)

If the receiver retrieves the proper carrier frequency and phase, i.e., f0 = fc 

and 0 = 0 ,  the signals l ’(t) and Q ’(t) become

/'(r) = i/(() (5-10)

Q'(t)  =  ~Q(.t) (5-11)

which are scaled versions of the original l(t) and Q(t) signals. In order to 

generate the proper carrier frequency and phase, the receiver needs to have a
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carrier frequency and phase synchronization device. See [9] for more details on 

quadrature modulation.

5.2 -  Transmitter Structure

In the 4 QAM SDR Transceiver system, the transmitter takes a binary 

message and encapsulates it into a frame for synchronization purposes. This 

frame, also a binary sequence, passes through a differential encoding process to 

help solving the phase ambiguity problem in the carrier synchronization stage of 

the demodulation stage. The differential encoded sequence bits are then mapped 

into symbols in the complex l/Q plane. In this stage the sequence is split bitwise 

into the in-phase (I) and quadrature-phase channels (Q). Later, pulse shaping is 

applied on both I and Q channels. These signals are mixed with a carrier for up- 

conversion to the desired intermediate frequency (IF). The quadrature modulated 

signal is scaled for better use of the sound card dynamic range and sent for 

transmission by the sound card buffers. Figure 5-2 shows the transmitter 

structure. The details of each of these blocks are presented next.

Binary
Message

Modulated
WaveformDifferential

Encoding
Pulse

Shaping
Frame

Generation

Bits to 
Symbols 
Mapping

Conversion 
to IF

Sound Card 
Output

Figure 5-2 -  Transmitter structure
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5.2.1 -  Frame Generation

The binary message is encapsulated into a frame pattern to be 

transmitted, as shown in figure 5-3. The frame structure starts with 20 bits of a 

predefined pattern, called SOF (start of frame) bits. After the SOF bits, the 

message bits are appended. The message bits used in this VI comprise a 64-bit 

sequence generated by the 64 PN Sequence Generator.vi. Another 20-bit 

sequence of a different predefined pattern, called EOF (end of frame) bits, is 

appended after the message bits. In the receiver, the SOF and EOF bits are 

correlated with the received bit sequence in order to extract the correct frame. 

They are also used for resolving the phase ambiguity of even multiples of n /2  

radians at the carrier synchronization stage. These bit patterns can be seen and 

modified in the front panel.

SOF Message EOF
Bits Bits Bits

Figure 5-3 -  Frame structure

The 64 PN Sequence Generator.vi is a pseudo-noise sequence generator 

that produces 64 1-digit binary periodic samples. Pseudo noise (PN) sequence 

generators can be built using linear feedback shift registers. In these binary 

sequences, also called pseudo-random, maximal length, or m-sequences, the 

elements (Os and 1s) have a probability very close to 0.5.
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The PN sequence generator used in the transmitter has a six-stage linear 

feedback shift register structure. Figure 5-4 shows this structure.

x(n)

y(n-1) y(n-2) y(n-3) y(n-4) y(n-5) y(n-6)

y(n)

Figure 5-4 -  PN generator with a six-stage linear feedback shift register structure

The connection polynomial used to build the PN generator is given by:

h(D) = l  + D  + D 6 (5-12)

where D  is the delay and the summations represent modulo 2 additions. The 64 

Sample Period PN Sequence Generator.vi is implemented using this connection 

polynomial, which allows the sequence generator to have a period of 63 (26 - 1 = 

63). In order to have a 64-bit periodic sequence (even number of bits to be 

combined into symbols in the I and Q channels), for each cycle one bit is added 

to the end of the generated sequence. Figure 5-5 shows the LabVIEW code that 

implements this sequence generator. Figure 5-6 depicts the frame generation 

stage used in the main code. Refer to [2] for more detail on PN sequences.
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The message bits and the frame bits can be observed from the Message 

Bits and Frame Bits tabs in the front panel, respectively, when the VI is running 

as a transmitter.

5.2.2 -  Differential Encoding

Differential encoding is applied to eliminate the phase ambiguity of a 

multiple of n  radians at the carrier synchronization block. The frame bits are 

encoded using a Boolean XOR operation bitwise, according to equation 5-13:

yn = x n®  y n~\ (5_13)

where y n is the encoded sequence, x n is the input sequence, and n is the 

sequence index.

The subVI Differential Encoder.vi implements this operation. The encoded 

frame bits can be observed from the Frame Bits tab in the front panel, choosing 

the proper radio button in the tab. Figure 5-7 shows the code implementation of 

the Differential Encoder.vi.
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5.2.3 -  Bits to Symbols Mapping

The frame bits are mapped into the in-phase (I) and quadrature-phase (Q) 

components to form the symbols by the 4 QAM Bits to Symbol Mapping.vi. Each 

symbol is represented by a complex value. Later, the real and imaginary parts of 

the symbols are separated into the I and Q channels. In this 4 QAM scheme, 

each pair of bits is mapped into a point in the constellation diagram according to 

the figure 5-8. These points can be observed from the Constellation Diagram 

chart in the front panel of the 4 QAM SDR Transceiver.vi. Figure 5-9 shows the 

code implementation of the 4 QAM Bits to Symbol Mapping.vi.

Quadrature-phase (Q)
(imaginary axis)

11

In-phase (I)
(real axis)

10

Figure 5-8 -  4 QAM constellation diagram
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Figure 5-9 -  4 QAM Bits to Symbol Mapping.vi

5.2.4 -  Pulse Shaping

During the transmission process, the digital message needs to be 

converted into an analog signal. The pulse shaping filter converts each digital 

symbol into a corresponding analog pulse by up-sampling the original signal into 

a shape that helps to overcome the problem of intersymbol interference (ISI), 

limiting the signal bandwidth, and improves the signal to noise ratio (SNR) at the 

receiver. Different types of filters can be applied, where each filter type will
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determine specific characteristics of the transmitted signal in the time and 

frequency domains.

5.2.4.1 -  How the Pulse Shaping Filter Works

Consider an analog signal wa (t) passing through a filter with impulse 

response p(t). In the time domain, the output of the filter is given by the 

convolution.

x (t) = wa( t ) * p ( t )  (5-14)

Considering Wa{ f )  and P{ f ) as the Fourier transform of wa(t) and p(f), 

respectively, the Fourier transform of the output signal is given by the product

X ( f )  = Wa( f )  P ( f )  (5-15)

By looking at this last equation (5-15), it can be observed that the filter 

response scales the output signal and limits its bandwidth (X( f )  is zero at 

frequencies where P ( f )  is zero). "

When choosing a particular pulse shaping, one must consider the tradeoff 

between the advantages and disadvantages in the time and frequency domains. 

For example, a rectangular pulse in the time domain is the best form of sampling 

the signal. However, in the frequency domain, the corresponding frequency 

response is a sine function, which causes infinite bandwidth. On the other hand, 

the sine pulse in the time domain has a corresponding rectangular form in the
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frequency spectrum, which limits the bandwidth of the incoming signal, but is not 

physically realizable. Figure 5-10 shows some pulse shape examples in time and 

frequency domains.
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5.2.4.2 -  Intersvmbol Interference

Intersymbol interference (ISI) is a phenomenon that occurs when adjacent 

symbols interfere with each other. It can occur when the pulse shape is wider 

than a symbol interval and when the channel causes distortions on neighboring 

pulses. Pulse shapes that are wider in time occupy narrower bandwidth. 

However, as the pulse shape becomes wider, more ISI will degrade the signal. 

Figure 5-11 portrays this phenomenon.

amplitudeamplitude

timetime amplitudeamplitude

time time

Figure 5-11 -  Intersymbol interference (ISI)

A pulse shape with a longer duration in time and satisfying the Nyquist 

condition, which must be zero at all integer multiples of the symbol period T  but 

one, provides a narrow bandwidth and avoids ISI. A pulse h(t) is said to be a 

Nyquist pulse if it obeys the following equation:

f c  k  =  0
f t t * r+O - { 0 M  (5-16)
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for some r  , where k  is an integer and c is a constant. Raised cosine (RC) and 

root raised cosine (RRC) pulse shapes are commonly used in communication 

systems for having the properties of zero crossing at desired times, sloped band 

edges in the frequency domain, and a considerable fast decay in the time domain 

while preserving a narrow bandwidth.

unity
gain

i root raised 
! cosine

total
attenuation

a■o3<4-1

c
U i
CD
E

fS ~ a) fc /c (1 + « ) frequency0
a  ... filter roll-off factor (0<a<l)

amplitude

time
-3T -2T 21  3T

(a) Time domain (b) Frequency domain

Figure 5-12 -  Ideal root raised cosine response

5.2.4.3 -  Pulse Shaping and the Eve Diagram

The pulse shaping operation involves the convolution of the incoming 

signal with the pulse shape. Figure 5-13 provides an example of the root raised 

cosine pulse shape.
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t i m e

(a) Unshaped signal

a m p l i t u d e

t i m e

(b) Corresponding pulse shaped signal 

Figure 5-13 -  Pulse shaping example

The eye diagram (figure 5-14) is a visualization tool used for inspecting 

the pulse-shaped signal. Several traces of the waveform are superimposed in the 

same picture, starting at integer multiples of the symbol time. Ideally, the original 

message should be recovered by sampling the pulse-shaped signal exactly in the 

middle of each symbol. In this diagram, this point is said to be in the center of the 

eye. As the sample point deviates from the center of the eye, the recovery 

process becomes more susceptible to errors. Therefore, the eye diagram 

illustrates the limitation for sampling time errors. Also, if the signal distortion is 

extremely severe, the diagram will have the eye closed, showing that it is 

impossible to recover the original message.
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Figure 5-14 -  Eye diagram

5.2.4.4 -  Pulse Shaping Implementation in the 4 QAM SDR Transceiver

The pulse shape stage is implemented in the 4 QAM SDR Transceiver.vi 

by the MT Pulse Shaping Filter.vi found in the Modulation toolkit in LabVIEW 

(Addons -> Modulation -> Digital -> Utilities). Each symbol is up sampled by the 

value specified in the Samples/Symbol control in the front panel. The default 

value is 16. The filter coefficients are generated by the Generate Filter 

Coefficients.vi, also found in the same LabVIEW library.

The type of pulse shaping filter used is defined in the Pulse Shaping Filter 

control in the front panel of the 4 QAM SDR Transceiver.vi. It is possible to use 

the raised cosine (RC), the root raised cosine (RRC), or the rectangular (none) 

pulse shaping filter. The default type is root raised cosine (RRC). The filter 

parameter alpha (roll-off factor) is defined in the Filter Parameter control. Its 

default value is 0.5.

This block is also responsible for the desired transmitted symbol rate. It 

can be set in the Symbol Rate control. The default value is 2000 Hz. The
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waveforms of the in-phase and quadrature-phase baseband signals can be 

observed by clicking on the Pulse Shaping tab and choosing the proper radio 

button in the tab.

5.2.5 -  Conversion to IF

The complex baseband signal needs to be mixed with a complex 

intermediate frequency (IF) carrier signal before it is sent to the sound card for 

transmission. Consider the baseband complex signal m (t) and the complex 

carrier c(t):

m(t) -  I ( t )  + jQ ( t )  (5-17)

c(t) = cos(2;r f ct + 0 ) + j  sin(2 n  f ct + 0 ) (5-18)

where m(t) is the output of the pulse shape filter stage with l(t) the in-phase 

component and Q(t) the quadrature component, fc is the carrier frequency, and 0 

is the carrier phase. Their product will be:

sc(t) = m (t)-c (t) (5-19)

= [I ( t ) cos(2 n f ct + 0 ) -  Q (t) sin(2;r f ct  + 0 )]

-  j  [ / ( / )  s \n (2 n fct + 0) + Q (t) cos(2x f ct + 0 )\  ̂ ^

Note that s(t) is the real part of the complex signal sc(t) from equation 5-1. 

Even though s(t) is a real number, it represents two signals in quadrature. This 

signal is then scaled to optimize the sound card dynamic range use and sent to 

the sound card buffers for transmission.
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The value of the carrier frequency can be adjusted in the control panel 

using the IF control. Its default value is 10 kHz. This block is also responsible for 

the actual sample rate generated by the code. The symbol rate and the number 

of samples per symbol determine the sample rate of the modulating carrier 

according to equation 5-21:

Fs = (Symbol Rate) • (# o f  Samples per Symbol) (5-21)

where Fs is the sample rate in hertz, while the symbol rate is given in symbols 

per second. The effective sample rate of the output signal is defined by the 

sound card parameters, as explained next.

The subVI responsible for the up-conversion to IF stage is the Upconvert 

to IF.vi. Figure 5-15 shows its front panel and block diagram.

5.2.6 -  Sound Card Output

In the final stage of the transmitter, the signal is output by the sound card 

at a sample rate defined in the Sample Rate control in the front panel. Its default 

value is 44100 Hz. This sample rate can be set in 1 Hz steps.

Buffers are used to transmit data between the SDR code (in transmitter 

and receiver modes) and the Windows API (the core set of application 

programming interfaces). When the time between calls to the Windows API is in 

excess of the total buffer time per channel, buffer over-runs on the receiver or 

under-runs on the transmitter occur. In order to avoid this problem, the number of
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buffers must be at least two, but a higher number is more reliable. The number of 

buffers can be set in the # of Buffers control in the control panel. The default 

value is 10 for transmitter mode. The buffer size is defined as the size of the bit 

frame structure. The sound card is controlled by the WavelO set of Vis described 

in Chapter 4. See [12] for more detail about the WavelO set of Vis.

. . . . I n i ' I I m
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(b) Block diagram 

Figure 5-15 -  Upconvert to IF.vi
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The Device ID control in the control panel specifies the output device used 

by the SDR system (in transmitter and receiver modes). If the computer has 

more than one sound card device, it is possible to choose which one to use. The 

default device ID is 0.

5.3 -  Receiver Structure

On the receiver side, the modulated waveform is captured by the sound 

card and placed into its buffers. The signal is passed from the sound card buffers 

and scaled to better match to the amplitude range assumed by the code. An 

automatic gain control (AGC) algorithm is then applied to bring the signal to an 

appropriate amplitude level followed by a high pass filter to clean up low 

frequency interference like 60 Hz from the power line and others added by the 

PC’s sound card. Carrier synchronization is performed to bring the signal to its 

baseband form. A corresponding matched filter is applied next to help eliminate 

intersymbol interference (ISI) and increase the signal to noise ratio (SNR) of the 

signal. The signal is then passed through the symbol synchronization and 

decimation stages to recover the symbols. The symbols are mapped back from 

the I and Q channels into the frame bits. The sequence of bits is differentially 

decoded to resolve phase ambiguity from the carrier synchronization stage. The 

frame synchronization stage retrieves the complete frame and the message is 

recovered by the message retrieving block. Figure 5-16 depicts the receiver 

structure.
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Figure 5-16 -  Receiver structure

5.3.1 -  Sound Card Input

This stage is responsible for the acquisition of the transmitted signal. As 

described for the sound card output stage, the WavelO set of Vis are responsible 

for this operation. Here, the sound card sample and the number of buffers are 

defined in the control panel. The default value for the sample rate is also 44100 

Hz. The default value for the number of buffers is set at 3000, a much higher 

value than the one of the transmitter, in an attempt to avoid buffer overflow 

during the demodulation process. The number of buffers can be increased to 

guarantee more demodulation time without buffer overflow errors.

Ideally, the sound cards’ sample rates should have the same value for the 

transmitter and the receiver computers. However, small discrepancies are likely 

to occur and they can cause synchronization problems in the demodulation 

process, depending on which algorithms are used.
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5.3.2 -  Automatic Gain Control (AGC) and High Pass Filtering (HPF)

The amplitude of the incoming signal must be adjusted in order to make 

the demodulation process work properly. Amplitude variations in the received 

signal can cause erroneous behavior of subsequent processing stages. The 

automatic gain control (AGC) provides a constant average signal level applied to 

the demodulation stages. It works by measuring the RMS (root mean square) 

value of the input signal from the sound card and adjusting the signal to a 

predefined RMS level, according to equation 5-22.

output signal =
desired RMS x 

RMS o f  input signal
input signal (5 -2 2 )

Also in this stage, a high pass filter (HPF) is applied to clean the incoming 

signal from the low frequency noise added by the sound cards and other 

interference sources. The cutoff frequency is set to 2000 Hz. This stage is 

implemented by the AGC and HPF.vi. Figure 5-17 shows its front panel and 

block diagram.

5.3.3 -  Carrier Synchronization and Down-Conversion

The incoming signal needs to be down-converted back to its baseband 

form in order to recover the transmitted message, as explained in section 5.1.

The down conversion to baseband process is done by mixing the incoming signal 

with a sinusoid with the same phase and frequency as the carrier, and this mixing 

output passes through a low pass filter with a cutoff frequency value close or
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lower to the intermediate frequency (IF) value, depending on the bandwidth of 

the modulating signal. Figure 5-1 depicts this scheme. Even though the 

transmitter and the receiver are set to work with the same carrier frequency, 

slightly frequency offsets are expected to happen. Therefore, the receiver needs 

to find both frequency and phase of the carrier sinusoid to recover the original 

signal.
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Figure 5-17 -A G C  and HPF.vi
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There are different techniques that can be used in the carrier recovery 

process, each one with different requirements and performance depending on 

the modulation scheme. In the 4 QAM SDR Transceiver.vi, the 4 QAM Costas 

Loop was employed as the carrier recovery algorithm. It is explained next.

5.3.3.1 -  The Costas Loop for 4 QAM

The Costas Loop is an adaptation algorithm widely used in communication 

systems. It operates directly on the received signal and uses the “hill climbing” 

adaptive method to maximize the cost function Jc, which for the 4 QAM scheme 

is:

J c = cos2 (2 (8 -0 ) )  (5-23)

where 6  is the actual phase of the carrier and <j> is the estimated one. The cost 

function Jc will have a maximum of one when cos[4(0-^)] = 1 or4(<9-^) = 0, 

2^ ,4^- ,  ..., which is equivalent to

</> = 6 + p ( n l2 )  (5-24)

for any integer p . As it can be seen from equation 5-24, finding the maximum of 

the cost function Jc will lead to find an estimated phase <j> with the value of the

actual carrier frequency and possible phase ambiguity of multiple of tt/2 radians.

The phase estimate algorithm searches for values of 0 that approach the 

carrier phase 9 (for maximizing J c) except for the noted phase ambiguity. It 

starts with some initial value for <f> and follows a path defined by the gradient of
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the cost function Jc evaluated at the current point using an adaptation constant 

H (ju  has a positive value). The adaptation constant n  determines the 

convergence of the algorithm described by equation 5-25.

« *  + l ] = ( W + / '^ 7
O f

(5-25)

In order to implement this algorithm we need to determine how to

T /
implement the derivative evaluated at *  = <f>[k].

With some manipulation, the derivative can be written as

o  j
= 4 cos[2 (0 -  </>)} sin[2 (0 -  </>)] (5-26)

which lead us to find a signal proportional to the product of the sine and cosine of 

2 ( 0 - * ) .

In order to find how to generate such a signal, we define the four signals

x, (t) = LP F {s (t) cos(2tt f (jt + (/))} (5-27)

x2 (t) = LP F {s(t) cos(2n f Qt  + *  + ̂ ) }  (5-28)

x3 (/) = LP F {s (t) cos(2;rf y  + *  + ̂ ) }  (5-29)

x4 (t) = LP F {s (t) cos(2 n f 0t + </> +  3 ^ 4 »  (5-30)
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where s(f) is the received IF signal and f0 is the carrier frequency estimate.

Using the relationships described by equations 5-4 and 5-5, and 

considering the local generated frequency f0 equal to the carrier frequency fc and 

the low pass filter (LPF) with cutoff frequency around f0, x i( t)  becomes

Xj (0  = LP F  { l ( t )  cos(2;r f ct + 6) cos(2n  f 0t + </>)}

l r -i (5-31)
= -  [ / ( 0  cos(6 > -  </>) -  Q (t) sm(0 -  <j>)\

In a similar way,

x2(0  = | { / ( 0 c ° s  # - ^ - ( ^ 4 ) -<2(/)s in 0-< f>- (5-32)

■*3 (0 = ̂  { j(0  COS [e» - -  C ^ ) ]  -  G(0 sin [e -  -  ( ^ ) ] J  (5-33)

i 4 (r) = i{/(0 cos [<?-*> -(3̂)]-e(0 sin[0-<« - ( 3  ̂ / ) ] }  (5-34)

Using the relationships

(5-33)

(5-34)

s in (x -;r) = -sin (x) (5-35)

COS(x - 7 t )  =  -  COS(x) (5-36)

the products x-i(t) x3(t) and x2(t) x 4(t) become
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* 1  (0  * 3  (0  = ~  { [y 2 (0  ~ £ ? 2 (*)] sin [2 (0  -  ̂ )] + 2 / ( / )  6(0 cos [2 (0  -  ̂ )]J (5-37)

*2(0 *<(') = i { - [ / 2(0-e2(')] cos [2 ( 0 - f ) \ + 2 1(1) 6(0 s m [2 (0 - f l ] }  (5-38)

and the product Xi(t) X2 (t) X3 (t) x 4(t) will be

X, (0  x2 (t) x3 (t) x4 (0  = 7 7  { [ - ( I 2 (0  -  2 2 (0 )2 + 4 12 (0 Q2 CO] sin(2 (0 -  $)) cos(2 (0 -  ̂ ))
o4

+ 2 / ( 0  2 (r) ( /  { t ) -Q  (t)) (sin (2 (0 -  ̂ )) -  cos (2 (0 -  ̂ ))}
(5-39)

Using

- { i 2 ot) - e2 (o)2+ 4 12 (o q 2 (o=-/4 (o - 2 12 (o e2 (o - e4 (o 
= - ( /2(o + e 2(0)2

(5-40)

and

cos(2x) = cos2 (x) -  sin2 (x) (5-41)

the four-term product xi(t) x2(t) x3(t) x4(t) becomes

Xx( t )  x2(t) x3(0  x4(0  = [8 / 2(0  0 2 ( O - ( / 2(O + 0 2 (O)2] sin(2 ( 0 - f l )  cos(2 {0 -<(,))

- 2  I ( t ) Q { t ) { I 2{ t ) - Q 2(t))co s {4 {0 -</>))

It can be seen from equation 5-42 that the product of all four signals has 

the signal we desire to generate (a signal proportional to the product of the sine 

and cosine of 2  (0-</>)).
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Consider a pulse shape p(x) that is time-limited to one symbol interval T. A 

pulse shaped signal in one of the quadrature channels (l(t) or Q(t)) can be written 

as

J(0 = X  ■si M  ~ kT) (5-43)
k

where s, [fc] can assume values of 1 or -1. For the 4 QAM scheme

I 2 (0  = £  s* [* ]  /  (t -  kT ) = , ( / )  (5.44)

where r/(t) is periodic with period T. Using this relationship, we can write

I \ t ) - Q \ t )  = 0 (5-45)

l \ t ) Q \ t )  = v \ t )  (5-46)

I \ t )  + Q \ t )  = 2 r1{t) (5-47)

Using the relationships 5-45, 5-46, and 5-47 in equation 5-42, the four- 

term product x i( t)  x2(t) X3(t) x 4(t) becomes

Xj (0 x2 (t) x3 (0 x4 (t) = 4 r f  (0 sin[2 (i9 -  (/>)] cos[2 (i9 -  ̂ )] (5-48)

which is proportional to the product of the sine and cosine of 2 (0 -(f> ) by a non­

negative factor. Thus, we can use the four term product x i( t)  x 2(t) x 3(t) x4(t) to

dJ /implement the derivative .

The 4 QAM Costas Loop algorithm becomes
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0[k + l ]  = </>[k] + /J xx(t) x2(t)  x3( 0  x4(t) \t=kL J = m (5-49)

where Ts is the sampling period of the signal. Figure 5-18 shows the block 

diagram for the 4 QAM Costas Loop algorithm.

s[k]
MX

M X
m

LPF

LPF

LPF

LPF

delaycos(2 71 f 0kJ\ + <ftk\

cos(2;r f 0kTs + <j>[k] +

cos(2 7tf0kTs +(Z>[£])

cos(2^- f 0kTs +  +

Figure 5-18 -  The 4 QAM Costas Loop algorithm

This scheme will provide a phase estimate ^ that will converge to the 

phase of the carrier plus an integer multiple of n /2  radians. In the presence of a 

frequency offset between the carrier frequency and the expected value at the 

receiver, the phase update will not converge to a constant value. Instead, it will 

converge to a line with slope m  which represents the frequency offset f0ffset, as 

shown in figure 5-19.
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m= tan ( / )

Figure 5-19 -  Phase update in the presence of frequency offset

In accordance with figure 5-19, the phase update is given by the following 

equation:

</>(t) = m t + (/>0 (5-50)

Consider now equation 5-51:

</>(t) =  2 7 T foffsett +  </>0 (5-51)

Comparing these two equations will lead us to

tan(T')
fo ffs e t 2 n

(5-52)

5.3.3.2 -  Phase Ambiguity Resolution

The phase ambiguity can be resolved by one of the following methods:

a. correlating the down-converter output with a known training sequence, or

80
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b. using a differential encoding technique, or

c. using a trained equalizer.

The 4 QAM SDR Transceiver.vi uses differential encoding and bit pattern 

error to eliminate the phase ambiguity problem. The in-phase and quadrature- 

phase channels are encoded separately in the transmitter and decoded 

separately in the receiver. This takes care of phase ambiguities of n  radians. 

Phase ambiguities of n ! 2 and 3^/2 radians are resolved by checking the start 

and end of bit patterns (SOF and EOF bits). If an error is detected, the phase is 

changed by a 7rl2 radian rotation. See [4] for more detail in 4 QAM down- 

conversion techniques.

5.3.3.3 -  Carrier Synchronization and Down-Conversion Code Implementation

The carrier synchronization and down conversion stage is performed in 

the 4 QAM SDR Transceiver.vi by the subVI Carrier Synchronization and 

Downconversion.vi. In this subVI, three tasks are performed: carrier phase and 

frequency synchronization, down-conversion to baseband, and phase ambiguity 

resolution. The control panel and block diagram of this VI is shown in figures 

5-20, and 5-21 respectively. Figures 5-22, 5-23, and 5-24 show the parts 

corresponding to the carrier phase and frequency synchronization, down- 

conversion to baseband, and phase ambiguity resolution, respectively.
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Figure 5-20 -  Carrier Synchronization and Downconversion.vi front panel
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Figure 5-24 -  Phase ambiguity resolution part of Carrier Synchronization and Downconversion.vi

The Quadriphase Costas Loop algorithm described before in this section 

is implemented in the Carrier Synchronization and Downconversion.vi by the 

subVI called Quadriphase Costas Loop Carrier Recovery.vi. Figure 5-25 shows 

the front panel and block diagram of this VI. In order to optimize the processing
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speed, the low pass filter used by this algorithm was implemented by the subVI 

1st Order Butterworth LPF 7k.vi, which is an infinite impulse response (MR) filter 

with cutoff frequency of 7 kHz. Figure 5-26 shows the front panel and block 

diagram of the 1st Order Butterworth LPF 7k.vi.

Fie g ft  gew Project derate Jpofe Window fcjelp 

If (111 fi3ptAppiicationForit

\ ''<v  X. *  «?\r ts .;

(a) Front panel

0e  edit View Project Operate Jools Window tjelp

 E M M » 3E  ■

l a

r B>'
[>• n > m

&■ 0 §£>

bhase update!

 r?> i> t>> o  ¥

(b) Block diagram 

Figure 5-25 -  Quadriphase Costas Loop Carrier Recovery.vi
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Figure 5-26 -  1st Order Butterworth LPF 7k.vi

j t t l

3 5

0.3525710271145

0.3525710271145

0.2948579457711

IfilEer Coefficients

The Costas loop algorithm uses an adaptation constant, here called //

(mu), the value of which depends on how large the frequency offset is for proper 

convergence of the algorithm. Larger frequency offsets require larger values of 

ju to make the Costas loop acquire the right frequency and phase from the 

incoming signal. The default value of // is 10. The outputs of the carrier
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synchronization and down-conversion stage block are the I (in-phase) and the Q 

(quadrature-phase) baseband signals, which can be observed from the 

Baseband Conversion tab in the control panel. The I and Q components can be 

selected by clicking on the corresponding radio button in that tab. The phase 

update output of the Costas loop algorithm can be observed by clicking the 

Phase Update tab in the front panel.

5.3.4 -  Matched Filter

After the incoming signal is returned to its baseband form, it needs to be 

passed through a filter that will reduce the intersymbol interference (ISI) and 

maximize the signal-to-noise (SNR) ratio. In order to do this, the receive filter 

should be matched to the pulse shape filter created in the transmitter (its impulse 

response must be a scaled time reversal of the pulse shape). It is called a 

matched filter for this reason. This stage is implemented by the MT Matched 

Filter.vi found in the Modulation Toolkit in LabVIEW (Addons -> Modulation -> 

Digital -> Utilities). The filter coefficients are again generated by the Generate 

Filter Coefficients.vi found in the same LabVIEW library.

The outputs of the matched filter stage can be observed by clicking on the 

Matched Filter tab in the front panel. The I and Q components can be selected by 

clicking on the corresponding radio button in that tab.
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5.3.5 -  Symbol Synchronization

This block is responsible for finding the first ideal symbol time instant from 

the matched filter output. Its output is a symbol time aligned complex waveform, 

where the first sample corresponds to the optimal symbol instant. This is done to 

prepare the waveform for the decimation process, where one sample of each 

symbol must be extracted at an optimal time. Figure 5-27 depicts an up-sampled 

waveform and the ideal time instant samples for symbol synchronization.

•  discrete samplesamplitude n

® optimal time samples

time

symbol time symbol time symbol time

Figure 5-27 -  Symbol synchronization

There are different techniques that can be applied for symbol 

synchronization. The Delay-Locked Loop (DLL) algorithm, also called early-late 

sampling, is the technique used in the 4-QAM SDR Transceiver.vi.

89
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5.3.5.1 -  The Delay-Locked Loop (DLL) Algorithm

The delay-locked loop (DLL) is a simple technique used to recover the 

symbol timing. In quadrature modulation, the DLL algorithm works on one of the 

two components of the quadrature signal. For instance, it takes the in-phase 

component and tries to find the samples located at the peaks to ensure better 

performance when noise is present. The sample obtained at a peak of the 

incoming signal is said to be an on-time sample. If the sample is not at the peak, 

then it is said to be a too early or too late sample. Figure 5-28 depicts the three 

possible cases in this scheme, while figure 5-29 shows the DLL block diagram.

(a) at peak (b) too early (c) too late

Figure 5-28 -  DLL sampling

on time sample
complex

baseband input Matched
Sam pler

early sample
Filter

decision statistic ‘ 1
late sam ple

Sam ple Offset
Decision

Figure 5-29 -  DLL block diagram
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This algorithm takes three sequential samples and compares their values 

to verify which one has the larger value in magnitude by using the decision 

statistics input at the sample offset decision block. Since the number of samples 

per symbol N  is known by the decision block, it adjusts the next on-time sample 

index according to the decision statistics input:

a. If the on-time sample is at the peak, the next on-time sample will be at the next 

N  sample index.

b. If the on-time sample is too early, the next on-time sample will be at the next 

N+'\ sample index.

c. If the on-time sample is too late, the next on-time sample will be at the next 

N-1 sample index.

In the presence of noise, instead of using only the decision statistics as 

the parameter for updating the on-time sample, a more reliable approach is 

taken. For each DLL iteration, the offset value from the decision statistics input is 

added to the previous one. The next on-time sample is taken every other N  

sample index until the sum exceeds a threshold value. After that, the next on- 

time sample takes into account the value of the sum: if it is negative, the next on- 

time sample is at the next A/-1 sample index; otherwise (if the sum is positive), 

the next on-time sample is taken at the next N+1 sample index.

The subVI Symbol Timing Recovery.vi is responsible for the symbol 

synchronization stage in the 4 QAM SDR Transceiver.vi. It is embedded into the 

subVI called Symbol Timing and Decimation.vi. Figures 5-30 and 5-31 show its 

block diagram, while figure 5-32 shows its front panel.
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Figure 5-31 -  Symbol Timing Recovery.vi block diagram: detail of case structures

xr.Trj"!I'ifL.Mi'ln T—

F ile  E d it ' j e w  P ro je c t  O p e ra te  T o o ls  W in d o w  H e lp  

i R > ) # |  C  ' [ i i ]  I 1 3 p t  A p p lic a t io n  F o n t  ^

O u tp u t

v ° 'T - v  “1

T h re s h o ld  E o  (1  O) S y m b o l T im in g
- i ' o

B u f fe r  S e e  ( 8 3 2 )

332 - - " s  J —

*

Figure 5-32 -  Symbol Timing Recovery.vi front panel
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The inputs of the Symbol Timing Recovery.vi are the complex array 

containing the quadrature symbol values from matched filter stage, the threshold 

E0, and the buffer size. The threshold E0 contains the successive decision 

statistics sum value needed to correct symbol timing in the DLL algorithm. If this 

sum is larger than, or equal to the threshold E0, the algorithm corrects the symbol 

clock. Its default value is 1.0. The buffer size is the size of the sound card buffer. 

Its default value is 832.

The outputs of the Symbol Timing Recovery.vi are the complex array 

containing the quadrature symbol values corresponding to optimal sampling 

times and zero values for other sampling times, and the recovered symbol clock 

signal bundled with the in-phase component of the input.

The symbol timing recovery process can be observed in the 4 QAM SDR 

Transceiver.vi by clicking on the Symbol Timing tab in the front panel, which 

displays the in-phase signal and the recovered symbol clock.

5.3.6 -  Waveform Decimation

The waveform decimation stage down-samples the incoming waveform by 

the same amount it was up-sampled during the modulation process in the 

transmitter, after the symbol timing recovery stage.

During the decimation process, the waveform is sampled at integer 

multiples of the symbol time. The symbol timing recovery stage is responsible for 

acquiring the proper symbol clock, which will determine the proper times to 

sample the incoming waveform. The samples are taken from the center of eye in
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the eye diagram, as explained in section 5.2.4. The center of the eye is 

considered the optimum time to sample the signal because of its lower 

susceptibility to symbol errors (a signal showing a lot of smearing in its eye 

diagram is more susceptible to symbol errors). The eye diagram of the received 

waveform components can be observed from the Eye Diagram tab and choosing 

the corresponding component (I or Q). The eye diagram is implemented by the 

MT Format Eye Diagram (complex).vi found in the LabVIEW library (Addons -> 

Modulation -> Digital -> Visualization).

The subVI Down Sampler.vi is responsible for the waveform decimation 

stage. It is embedded in the subVI Symbol Timing and Decimation.vi. Figure 5-33 

shows its front panel and block diagram. The decimated I and Q components can 

be observed from the decimation tabs by clicking on the corresponding radio 

button.
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Figure 5-33 -  Down Sampler.vi

The subVIs Symbol Timing Recovery.vi and Down Sampler.vi are 

encapsulated into the subVI called Symbol Timing and Decimation.vi. Figure 

5-34 shows the front panel and the block diagram of this subVI.

The constellation diagram can be observed in the Constellation Diagram 

tab in the front panel of the 4 QAM SDR Transceiver.vi. This graph displays the 

received 4 QAM symbols in the complex l/Q plane after the decimation process.
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Figure 5-34 -  Symbol Timing and Decimation.vi

5.3.7 -  Symbol to Bits Mapping

This stage is responsible for recovering the transmitted frame bits from the 

in-phase (I) and quadrature-phase (Q) waveform components of the decimated
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waveform. Each symbol is converted back to the corresponding pair of bits 

according to the mapping scheme used in the transmitter (see figure 5-8).

The subVI 4 QAM Symbol to Bits.vi is responsible for this stage. Figure 

5-35 shows its front panel and block diagram.
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Figure 5-35 -  4 QAM Symbol to Bits.vi
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5.3.8 -  Differential Decoding

Differential encoding is applied to the original frame bits to help the 

receiver resolve the phase ambiguity problem caused by the carrier 

synchronization algorithm. Differential decoding is applied in the receiver to 

recover the frame bits. The received sequence bits from the symbol to bits 

mapping stage is decoded using a Boolean XOR operation bitwise, according to 

equation 5-53:

X n = y « ® y n-l <5-53)

where y n is the encoded received bit sequence, xn is the output bit sequence 

(frame bits), and n is the bit sequence index.

The subVI Differential Decoder.vi is used for this decoding operation. 

Figure 5-36 shows its front panel and block diagram.
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5.3.9 -  Frame Synchronization and Alignment

When the modulated signal arrives at the receiver, the corresponding start 

of frame (SOF) bits can be anywhere inside the receive buffer. Frames are 

recovered by identifying the start-of-frame (SOF) bits inside the received bit 

sequence and manipulating consecutive bit sequences. Figure 5-37 provides an
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example of how this process is done when the sound card buffer has the same 

size as the frame structure. The SOF bit structure is first identified by correlating 

the incoming bit sequence with the original SOF bit pattern in the receiver. After 

the SOF bit pattern identification, the bit sequence corresponding to the current 

buffer is divided in two parts: one starting with the SOF bits and the remaining 

part of the sequence. During the current process iteration, the first part of the 

sequence is saved in order to be concatenated with the remaining sequence part 

in the next process iteration. The SOF bit pattern correlation may have a problem 

when the SOF bits are divided between buffers. In this case, the end-of-frame 

EOF bit pattern is used in the correlation process in a similar way.

>  next-  
i buffer

past buffer current buffer

MessageMessage
Bits

EOF
Bits

SOF
Bits

EOF
Bits

Message
Bits

SOF
Bits

current
frame

SOF
Bits

Message
Bits

EOF
Bits

Figure 5-37 -  Frame synchronization

The subVI Frame Sync and Alignment.vi implements this stage. Figures 

5-38 and 5-39 show its block diagram, while figure 5-40 shows its front panel.
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The received frame can be observed from the Received Frame tab in the 

front panel of the 4 QAM SDR Transceiver.vi. The SOF bit pattern index can also 

be observed from the SOF Index tab. This can be useful to observe how the 

receiver sound card sample rate differs from the one at the transmitter.

5.3.10 -  Message Retrieving

In the final stage of the system the message is separated from the SOF 

and EOF bits. The subVI Message Extraction.vi is responsible for this operation. 

It also compares the received extracted message with a copy of the original one. 

A message error is flagged if there is error in any received message bit. This 

subVI outputs the received message bits and the message error signal to be 

used in the display charts of the 4 QAM SDR Transceiver.vi.

The Received Message tab in the receiver’s front panel displays the 

received and original messages, according to the radio button selection. The 

Message Error tab shows the message error chart for each frame. Figure 5-41 

shows the front panel and block diagram of the Message Extraction.vi.

Also in this stage, a subVI, called BER.vi and responsible for the bit error 

rate (BER) calculation, was implemented. Its output is passed to the main code 

and the BER tab displays the bit error rate in the front panel. Figure 5-42 shows 

its front panel and block diagram.
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5.4 -  Remarks

Several different techniques are available to implement the stages of a 

digital communication system. This chapter presented the implementation of the 

4 QAM SDR Transceiver.vi built-in stages using some of these techniques along 

with the relevant theory behind each process in the system.

The 4 QAM SDR Transceiver.vi was built using many resources provided 

by the LabVIEW libraries. Even though there are many other resources available 

for use in digital communication applications in the LabVIEW’s library, some of 

these applications are not well suited for use in real-time operations as required 

by the 4 QAM SDR Transceiver.vi. Many stages inside the main code needed 

another implementation approach for this reason.

LabVIEW graphical programming proves to be more intuitive for 

programmers to create and understand parts of the code as compared to text- 

based programming languages. The modularity offered by the LabVIEW 

graphical environment helps to create blocks of code, called subVIs, which can 

be integrated into other Vis and subVIs to give a cleaner aspect to the overall 

code program. This modularity leaves the code open for modifications, if one 

desires to apply other technique in any stage and/or enhancements to the 

system.
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CHAPTER 6

CONCLUSION

The SDR teaching system using LabVIEW and the personal computer’s 

sound card offers the means necessary to explore the theoretical concepts of 

digital communication systems in a laboratory environment. It provides low cost, 

robustness, flexibility, and modularity, allowing additions and modifications for 

optimization and use with different techniques.

Software-defined radios employ the concepts learned in communications 

theory. Fundamentally, any technique learned in a digital communications course 

can be applied in a SDR system. Being not just a computer simulation, this type 

of system provides the means for the student to apply the theoretical concepts in 

a laboratory setting, dealing with a real-time system that actually produces 

physical transmitted signals. This proves to be more attractive and stimulating to 

students, since they can change system parameters and/or blocks of code to 

observe the system behavior by looking at the display charts and listening to the 

transmitted sound signal.

The SDR system described by this document uses the National 

Instruments’ LabVIEW graphical environment. LabVIEW is becoming widely 

adopted in industry and academia for being a powerful and flexible software with
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uses in data acquisition, instrument control, and analysis. Its graphical language 

makes programming more intuitive, allowing shorter time for coding and easier 

understanding of code segments.

This LabVIEW SDR learning platform was tested under real working 

conditions and it was concluded that it successfully works, providing the means 

to accommodate the main objectives in a digital communications laboratory 

setting, with a relatively low-cost alternative compared to traditional hardware- 

based systems. It is also a more robust system, being less susceptible to 

damage due to accidents and bad wire connections. For its graphical user 

interface, graphical coding environment, and the use of a personal computer’s 

sound card, the proposed SDR teaching system using LabVIEW reaches the 

three main learning styles objectives discussed in chapter 1. Moreover, software 

applications are assuming the main role in many hardware-based systems due to 

the technological advances in electronics and signal processing techniques. 

Therefore, it is expected that electrical engineers become more familiar with 

software programming in view of this increasing tendency. The use of a software- 

defined radio platform in a digital communications laboratory environment can 

help prepare students for this new trend.

This study shows that this teaching platform is a flexible and modular 

system, which can be easily adapted for modifications and improvements. In 

addition to the features offered by this system, some future research topics that 

could be included in this system are suggested below.
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a -  Incorporation of RF Front End Hardware

This system operates by modulation and demodulation of an intermediate 

frequency signal in order to use a personal computer’s sound card as the 

input/output device for transmission. In order to generate a RF signal, a RF front 

end hardware needs to be added to the system. This work was done by Plante

[7] and Beckwith [8] in their SDR teaching platform using MATLAB. Since 

LabVIEW can use its function called Mathscript to use MATLAB code within 

LabVIEW code, a simple code adaptation of their routines interfacing the 

SDR-1000 hardware and the computer via the parallel port would be necessary.

b -  Source and Channel Coding

Source and channel coding schemes can be added for bandwidth 

minimization and to increase the robustness of the system regarding message 

errors. LabVIEW has in its library many routines for implementation of coding 

schemes. Nevertheless, the possibilities are open for the one who desires to 

implement their own code.

c -  Other Modulation Schemes

Other modulation schemes may be used in the SDR teaching platform, 

like 16 QAM and OFDM modulations. However, the appropriate routines must be 

developed to make the system work properly with the specific chosen modulation 

scheme, and the increased complexity of demodulation may exacerbate the 

buffer overflow problem.
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d -  Different Carrier Phase Recovery Techniques

The carrier frequency and phase recovery stage is a crucial process inside 

the receiver. Different techniques like Phase-Locked Loop (PLL) could also be 

attempted in this process in order to show other options to students.

e -  Equalization

Equalization is a topic not covered by the proposed platform, since the 

system works with a short audio cable connecting the transmitter to the receiver 

and an equalizer was not necessary in the demodulation process. However, if 

one desires to implement an equalizer, there are also some predefined 

equalization blocks in the LabVIEW library. Also, one may attempt to use a 

different equalization technique implementation and incorporate it into the main 

code.
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APPENDIX A

LABORATORY EXPERIMENTS

Lab #1 - Introduction to the LabVIEW Environment / PN Sequences

Lab #2 - Introduction to the Software-Defined Radio System Using LabVIEW and 
the PC Sound Card

Lab #3 - Pulse Shaping

Lab #4 - Carrier Recovery

Lab #5 - Symbol Timing Recovery
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LAB #1 - Introduction to the LabVIEW Environment / PN Sequences

Abstract:

The Digital Communications Laboratory has a software-based format, 
using software-defined radio (SDR) as the teaching platform. Programs codes 
are designed in LabVIEW, which uses block-based code that allow more intuitive 
and shorter coding times compared to text-based programming languages. 
Although the course goal is not specifically to teach students how be LabVIEW 
programmers, it requires that they become familiar with the syntax of LabVIEW in 
order to understand the SDR design code and be able to write their own code 
when required.

References:

[1] LabVIEW Graphical Programming Course, available online at 
http://cnx.org/content/col10241/latest/

[2] Steven A. Tretter, “Communication System Design Using DSP 
Algorithms,” Kluwer Academic/Plenum Publishers, New York, 2003

[3] Jeffrey Travis, Jim Kring, “LabVIEW for Everyone: Graphical Programming 
Made Easy and Fun,” Prentice Hall PTR, New Jersey, 2006

R equired  Equipm ent:

1. (1) Personal computer with LabVIEW software installed.
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1. Background Information

1.1. LabVIEW Graphical Environment

LabVIEW is a graphical programming environment that works on a data 
flow model (data flows from data source to data sink). A LabVIEW program, 
called a virtual instrument (VI), has three main parts: the front panel (FP), the 
block diagram (BD), and the icon/connector pane. A VI used within another VI is 
called a subVI (similar to a subroutine).

The front panel is the interactive user interface. It can contain graphical 
objects used as controls or indicators, like push buttons, switches, knobs, and 
graphs.

The block diagram is where the Vi’s source code (executable) resides. It 
contains sources, sinks, subVIs (lower-level Vis), and execution control 
structures. These objects are connected by wires to define the program logic. 
Front panel objects have corresponding terminals on the block diagram in order 
to pass data between the user and the program.

The VI icon is the graphical representation of the VI. The VI icon is 
displayed when it is inserted in a block diagram of another VI. The connector 
pane is the mechanism to connect wires from the block diagram to the subVI, 
defining its inputs (controls) and outputs (indicators).
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(a) Front panel (b) Block diagram

[J
(c) Icon (d) Connector pane

Figure A-1 -  Components of a VI
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In order to help you familiarize yourself with the LabVIEW environment, 
you will be guided to build a pseudo-noise sequence generator.

1.2. Pseudo Noise (PN) Sequences

Pseudo-noise (PN) sequences generators can be built using linear 
feedback shift registers. In these binary sequences, also called pseudo-random, 
maximal length, or m-sequences, the elements (Os and 1s) have a probability 
very close to 0.5.

In this experiment, a pseudo noise generator will be built using a six-stage 
linear feedback shift register structure, as shown by figure A-2.

x(n)

y(n-6)y(n-3) y(n-4) y(n-5)y(n-1) y(n-2)

y(n)

Figure A-2 -  PN generator with a six-stage linear feedback shift register structure

The connection polynomial we will use is given by:

h(D ) = l  + D  + D 6 (A-1)

where D is the delay and the summations represent modulo 2 additions.

This sequence generator has a period of 63 (26 - 1 = 63). Refer to [2] for more 
details about PN sequences.

2. Procedure

2.1. Open LabVIEW.

2.2. Open a new blank VI. The FP and BD window will open.
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2.3. Click CRTL-T to tile the FP and BD windows. On the BD left-click on Help 
menu and choose Show Context Help. The Context Help window shows 
the description of the icons.

2.4. In the BD window, right-click to open the Functions Palette and choose 
Structures»While Loop. Use the left mouse button to create the while 
loop box.

 t-ju,
»  » •  ewtct look BWw, tMe | |

'❖I#!- nry.qTi3g:..1w^to~^ir~qf̂ :qr$rj|yq [fn!

Figure A-3 -  While Loop

2.5. Place the mouse cursor over the stop sign. You will see the cursor
showing the wiring tool Create a button to control the loop execution 
by right-clicking on the stop sign and choosing Create Control. A stop 
button will automatically appear on the FP and its icon on the BD will be 
wired to the loop stop sign. Click CRTL-E to change between the BD and 
the FP windows.

&£ Wicm gjoject Qrerate look Jtfttdow Help

 [» ”  I dvEs-i"'-; : r

ffl

j  Stop if True 
Continue f  True 
Boolean Palette

Figure A-4 -  Creating stop button
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2.6. Press the run arrow to start running the VI. Stop the VI using the stop
button. Remember: Always stop the VI by using your stop button. Use the 
LabVIEW toolbar stop button only as a last resort.

Figure A-5 -  Running the VI

2.7. On the BD, right-click on the left or right edge of the loop and choose Add 
Shift Register. You will see a pair of terminals directly opposed to each 
other on the vertical sides of the loop. The terminal of the right side 
passes the value wired to it at the end of each loop iteration to the terminal 
at the left side. Shift registers adapt automatically to the data type of the 
objects wired to it.

• »

Help

\ Description and Tp. ,< 
< Set Breakpoint

Replace with For Loop 
Replace with Timed Loop 
Remove Whie Loop

Figure A-6 -  Adding shift register

2.8. Right-click on the FP to open the Controls Palette. Choose Array, Matrix & 
Cluster»Array. An array shell is created on the FP. Now right-click again
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on the FP and choose Numeric»Numeric Control on the Controls Palette 
to create a numeric control and place it into the array shell. Resize the 
array shell to get six numeric controls inside it. Double-click on the label 
and change it to Initial State. Left-click inside the numeric controls to insert 
the values shown on the figure A-7.
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Figure A-7 -  Creating array control shell
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2.9. On the BD, left-click on the array Initial State icon to drag it to the left side 
of the loop and wire it to the shift register, as shown by figure A-8. The 
Initial State array will initialize the shift registers with its values.

■ .......................................... *■ .» «  -

■............. ;  • ’ i -  f - '

Initial State

8 1!

n j  S j  b

>

Figure A-8 -  Initializing the shift register
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2.10. Right-click on the BD and choose Array»Rotate 1D Array. Place it inside 
the loop and wire it to the shift registers according to figure A-9. Right-click 
on its upper left terminal and choose Create»Constant to create a 
constant. Change the value of this constant to 1 (we want to rotate the 
array elements by only one place). Note that the wire connecting this 
constant is thinner. This is because this constant is a scalar (arrays have 
thicker wires).

2.11. Right-click on the BD and choose Array»lndex Array. Place it inside the 
loop. The Index Array function allows you to access a particular element of 
an array. In our case, we want to access the elements of index 0 and 5 
(the first and sixth elements). Resize the Index Array icon to show two 
index terminals. Create the constants, modify its values, and wire 
according to the figure A-10.

. i  . .  ,»■

Figure A-9 -  Wiring the rotate 1D array 
function

Figure A-10 -  Inserting index array
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2.11. We need to XOR the values of the first and sixth shift registers. Place the 
XOR function on the BD by right-clicking on it and choosing 
Boolean»Exclusive OR and wire according to the figure A-11. The XOR 
output will be the PN sequence generator output.

yjeh Project look

JajiaL '  I3pt Appteahor Fort " •  - C b -  “ “ ' l

p~L Rotate ID Array

Index Array

Figure A-11 -  Wiring XOR function

2.12. Now the index 0 element of the array needs to be replaced by the output 
value of the XOR operation. Right-click on the BD and choose 
Array»Replace Array Subset. Right-click on its icon and create a 
constant of value 0 for the index terminal. Delete the wire connecting the 
right side shift register (left-click on it to mark and backspace). Wire 
according to the figure A-12.

file |dlt View Protect Operate tools SM ow

 3iEBH£
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Figure A-12 -  Inserting replace array subset
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2.13. Do you see red dots on some of the icon terminals? They are called 
Coercion Dots. They are done automatically in order to match the data 
type of different data type objects. When possible, we want to avoid 
coercion dots to save memory (LabVIEW uses memory to store a copy of 
the data when using coercion dots). Let’s fix this. Right-click on the Initial 
State array icon and choose Representation»l32. The data type change 
makes all the coercion dots vanish.

He View Project Q pw *- . - i . a *

- •  : :  I I  .  . , | - ^  J a -  i  .  ■ - . {  (■ *,  ̂v | l  IJ

Inttlal State I7 L  Rotate 1D Array Replace Array Subset
Eh_______________ _____t l f f n iH

Index Array

m ...........................................f a .

y

Figure A-13 -  After initial state data type change

2.14. Create an indicator to display the output of the PN sequence generator.
Move the cursor over the output of the XOR function to see the wiring tool. 
Right-click and choose Create»Indicator. Double-click on its label and 
change it to PN Sequence.

& *  Sfew (rap* Operate I p *  »

ce Array Subset(On Rt*atl> 10 Arrav
1 3M g
l oi iw i

(a) FP (b) BD

Figure A-14 -  Inserting PN sequence indicator
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2.15. On the FP, click the run button on the toolbar and see how the PN 
Sequence indicator changes rapidly. Stop the VI by clicking on your stop 
button.

2.16. Now let’s make the output display more interesting. Create a waveform 
chart by right-clicking on the FP and choosing Graph»Waveform Chart. 
Go to the BD (CTRL-E to switch back to the BD) and place its icon inside 
the loop. Wire it to the XOR output. Run the VI and observe the waveform. 
Stop the VI. Can you see the periodic characteristic of the waveform? 
What is the period of the generated sequence in samples? Clear the chart 
by right-clicking on the Waveform Chart and choosing Data 
Operations»Clear Chart.

Array Subset

Waveform Chart

(a) FP (b) BD

Figure A-15 -  Running the VI with the waveform chart

2.17. Now go to the BD and move the Waveform Chart icon outside the loop 
(left-click and drag it). Choose Edit»Remove Broken Wires from the 
toolbar. Connect the Waveform Chart to the output of the XOR function 
Notice now that you have created a loop tunnel (the little square on the 
loop border). Its purpose is to pass data out of the loop when the loop 
stops executing. Run the VI and observe the chart. Stop the VI.
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Figure A-16 -  Moving waveform chart outside the loop

2.18. Did you notice that the chart displayed only one value at the time the loop 
stops? You need to enable indexing on the loop tunnel in order to have 
the output data of every loop iteration accumulated. Right-click on the loop 
tunnel and choose Enable Indexing. Now when the loop stops, the output 
data of every loop iteration will pass to the chart. Run the VI and observe 
the difference. Stop the VI.
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Figure A-17 -  VI after enabling indexing

2.19. Now let’s prepare this VI to generate only 63 periodic samples every time 
it is called. Substitute the while loop with a for loop by right-clicking on the 
while loop border and choosing Replace with For Loop. Delete the stop 
button (left-click it to mark and backspace).
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Figure A-18 -  For loop

2.20. Right-click on the Count terminal of the loop and choose Create Constant. 
Change the constant value to 63 (the period of the PN sequence). Move 
the Initial State array inside the for loop. Delete the wire connecting the 
shift register and the Rotate 1D Array function (left-click it to mark and 
backspace).Remove broken wires (use CRTL-B). Right-click on the BD 
and choose Functions»Comparison»Select. Place the Select function 
inside the loop. Right-click on the BD and choose 
Functions»Synchronization»First Call?. Place it inside the loop and wire 
according to figure A-19.

i j a t . . .

I rubai State

Index Array

Waveform Chart j

Figure A-19 -  Generation of 63 PN samples

2.21. Run the VI. Observe that now the VI executes until it generates 63 PN 
sequence samples. The First Call? function has a true Boolean value on 
the first time the VI is called. After that, its value is set to false. The Select 
function passes the Initial State array values to the Rotate 1D Array
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function only when the VI is called the first time. After that, the old values 
in the shift registers are passed from the previous execution of the VI.

2.22. It is time to prepare the VI to be used as a subVI. Move the PN Sequence 
indicator outside the for loop. Delete the Waveform Chart and the PN 
Sequence indicator. Remove broken wires (use CTRL-B). Move the 
mouse cursor over the loop tunnel and when the wiring appear right-click 
and choose Create»lndicator. Double left-click on its label and change it 
to PN Sequence. This new indicator now is ready for displaying all the 
data for every loop iteration. Right-click on the Initial State array icon and 
choose Change to Constant. Your BD should look like the one in figure A- 
20. The BD is now finished.

tile £d* Kro>«S ypr«r iocfe w n d w  

_  _  ■■ . . i - t f  - ■■

nss10"*''

Index Array

Figure A-20 -  Final BD

2.23. Edit the VI icon by right-clicking on it in the FP and choosing Edit Icon... In 
the Icon Editor window left-click Edit and choose Clear. Edit the icon using 
the tools available in the tools palette of the Icon Editor window. Let it 
looking like the one in the figure A-21. Click OK.
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Figure A-21 -  Icon editor window
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Right-click on the VI icon in the FP and choose Show Connector. The only 
terminal in this VI is the PN sequence output; therefore, you can choose a 
simple connector pattern. Right-click on the connector pane, go to 
Patterns and choose the pattern shown by figure A-22. It contains only two 
terminals.

VI Properties

Edit Ic o n ,.,

Show Icon

Find All Instances 

Add Terminal

Remove Terminal

Rotate 90 Degrees 

Fl'p Horizontal 

nip  vertical 

Disconnect All Terminals

H

Figure A-22 -V I connector pane

2.24. Position the mouse cursor over the connector pane and observe that the 
wiring tool appears. Left-click on the right terminal. Position the mouse 
cursor over the PN Sequence indicator and left-click again to associate 
the icon right terminal to this indicator. Right-click on the VI icon again and 
choose Show Icon.

2.25. The last step is to document the VI. Left-click on the toolbar File menu and 
choose VI Properties. In the VI Properties window, under Category menu 
choose Documentation. Document the VI by typing in the VI description 
frame, as indicated by figure A-23.

Documentation

VI description

Generates a bnary pseudo noise (PN) sequence with a period of 64 samples,

Figure A-23 -  Documenting the VI
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Now when you place the mouse cursor over the VI icon the Context Help 
window will show the description of the VI.

| * ] & J ? | <  : . >

Figure A-24 -  Context Help Window

64 Sample Period PN Sequence Generator, vi A

P N  S e q u e n c e

G e n e r a te s  a  b in a r y  p s e u d o  n o is e  ( P N )  s e q u e n c e  
w i t h  a  p e r io d  o f  6 4  s a m p le s .

v

2.26. Save the VI as “63 Sample Period PN Sequence Generator.vi”
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LAB #2 - Introduction to the Software-Defined Radio System Using
LabVIEW and the PC Sound Card

Abstract:

The digital communication system that you will be working with is 
implemented by software-defined radio using LabVIEW and the PC sound card. 
In this system, two computers communicate with each other through the use of a 
digital modulation scheme. At one side, the transmitter (implemented in software) 
generates a digital modulated waveform from a particular binary sequence (the 
message) and sends this signal to the PC sound card output. An audio cable 
connects the sound card output from the transmitting computer (TX) to the sound 
card input of the receiving PC (RX). The receiver (also implemented in software) 
processes the incoming signal and decodes the message. By using this system, 
you can change modulation parameters and sound card settings to observe the 
effects of these modifications at several nodes of the block diagrams using the 
friendly graphical user interface of LabVIEW.

References:

[1] LabVIEW Graphical Programming Course, available online at 
http://cnx.org/content/coM0241/latest/

[2] Jeffrey Travis, Jim Kring, “LabVIEW for Everyone: Graphical Programming 
Made Easy and Fun,” Prentice Hall PTR, New Jersey, 2006

[3] C. Richard Johnson Jr., William A. Sethares, “Telecommunication 
Breakdown,” Pearson Prentice Hall, Upper Saddle River, New Jersey, 
2004

R equired  Equipm ent:

1. (2) Personal computer with soundcards and LabVIEW software installed.
2. (1) Audio cable.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

http://cnx.org/content/coM0241/latest/


1. Background Information

1.1. Digital Modulations

In digital communication systems, there are three basic types of digital 
modulation techniques. Each type uses a sinusoid to represent the information to 
be sent, where one of the sinusoid parameters is varied according to the 
modulation. The three basic modulation schemes are:

• Amplitude Shift Keying (ASK) -  amplitude of carrier is varied
• Frequency Shift Keying (FSK) -  frequency of carrier is varied
• Phase Shift Keying (PSK) -  phase of carrier is varied

Figures A-25a, A-25b, and A-25c show an example for each of these 
modulation types. A 4-QPSK (quadrature phase shift keying) scheme is depicted 
by figure A-25d. Note that in the 4-QPSK modulation the carrier phase can 
assume 4 different values. PSK modulation can be regarded as a special case of 
quadrature amplitude modulation.

Q_
E< Time

0 0 ; 1

A A A A

V \ j v

0

A A

v
Time

(a) ASK (b) FSK

0)Tfzs
aE
< Tim e

00 11 01 10 10 

A A A  A A A A \ A A A / A A A A A A A f

Time

(c) PSK (d) 4-QPSK

Figure A-25 -  Digital modulation schemes

Quadrature amplitude modulation is a technique where two sinusoids out 
of phase with each other by 90° are used as carriers. The information to be sent
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is divided into two channels: in-phase (l(t)) and quadrature-phase (Q(t)). The 
transmitted signal s(t) is given by the form:

s(t) = I ( t )  cos(2^r f ct + 9 ) -  Q (t) sin(2 n f ct + 9) (A-2)

where fc is the carrier frequency, 9 is its phase, and t is the time instant. At the 
receiver side, the in-phase l ’(t) and quadrature-phase Q ’(t) components are 
recovered by mixing the incoming signal with two locally generated sinusoids 
with frequency f0 and some phase <!> and a low pass filtering scheme with cutoff 
frequency around f0 (or less, depending on the bandwidth of the modulating 
signal). The frequency f0 should match the carrier frequency fc.

1.2. The Software-Defined Radio System

The 4 QAM scheme is the modulation type used in our software-defined 
radio system. You will use the LabVIEW program code 4 QAM SDR 
Transceiver.vi to transmit and receive digital modulated signals using the 
computer sound card. Each computer can be set as the transmitter (TX) or the 
receiver (RX) during the radio operation, depending on the user commands (click 
on TX or RX tab, respectively). The modulation and sound card parameters can 
be seen and modified in the front panel controls. To get back the default values 
for all the controls in the front panel click Edit in the menu bar and choose 
Reinitialize Values to Default. Signals at relevant nodes of the system can be 
observed by their corresponding charts in the control panel. These charts are 
selected by clicking on the proper tab name.

The structure of the transmitter and the receiver are given by figures A-26 
and A-27, respectively. Each stage of the system is explained next with some 
detail.

M o d u la te d
W a v e fo rm

B in a ry
M e s s a g e D if fe re n t ia l

E n c o d in g
F ra m e

G e n e ra t io n

B its  to  
S y m b o ls  
M a p p in g

P u ls e
S h a p in g

S o u n d  C a rd  
O u tp u t

C o n v e rs io n  
to  IF

Figure A-26 -  Transmitter structure
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Modulated
W a v e fo rm

B in a ry
M e s s a g eW a v e fo rm

D e c im a t io n

S y m b o ls  
to  B its  

M a p p in g

D if fe re n t ia l
D e c o d in g

F ra m e
S y n c

A G C

H P F

M a tc h e d
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M e s s a g e
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S o u n d  C a rd  
In p u t

S y m b o l
S y n c

C a r r ie r  
S y n c  &  

D o w n  C o n v

Figure A-27 -  Receiver structure

1.2.1. The Transmitter

Frame Generation

The binary message is encapsulated into a frame pattern to be 
transmitted, as shown by figure A-28. The frame structure starts with 20 bits of a 
predefined pattern, called SOF (start of frame) bits. After the SOF bits are 
appended the message bits. The message bits used in this VI comprise a 64-bit 
sequence generated by the 64 Sample Period PN Sequence Generator.vi (it has 
a period of 64 samples). Another 20-bit sequence of a different predefined 
pattern, called EOF (end of frame) bits is appended after the message bits. In the 
receiver, the SOF and EOF bits are correlated with the received bit sequence in 
order to extract the correct frame boundaries. They are also used for resolving 
the phase ambiguity of an even multiple of pi/2 radians at the carrier 
synchronization stage. These bit patterns can be seen and modified in the front 
panel.

SOF Message EOF
Bits Bits Bits

Figure A-28 -  Frame structure

The message bits and the frame bits can be observed from the Message 
Bits and Frame Bits tabs in the front panel, respectively, when the VI is running 
as transmitter.

Differential Encoding

Differential encoding is applied to eliminate the phase ambiguity of a 
multiple of pi radians at the carrier synchronization block. The frame bits are 
encoded using a Boolean XOR operation bitwise, according to equation A-3:
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y« = xn ® y n - 1
(A-3)

where:
y n ... encoded sequence 
x n ... input sequence 
n ... sequence index

The encoded frame bits can be observed from the Frame Bits tab in the 
front panel, choosing the proper radio button in the tab.

Bits to Symbols Mapping

The frame bits are mapped into the in-phase (I) and quadrature-phase (Q) 
components. In this 4 QAM scheme, each pair of bits is mapped into a point in 
the constellation diagram according to the figure A-29. These points can be 
observed from the Constellation Diagram chart.

^  Quadrature-phase (Q) 

11

In-phase (I)

10

Figure A-29 -  4 QAM constellation diagram

Pulse Shaping

In this stage, the signal is up-sampled and passed through a pulse 
shaping filter. This is done to limit the bandwidth of the transmitted signal, 
minimize the intersymbol interference (ISI), and maximize the signal-to-noise 
ratio (SNR) at the receiver. Each symbol is up-sampled by the value specified in 
the Samples/Symbol control in the front panel. The default value is 16.
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The type of pulse shaping filter used is defined in the Pulse Shaping Filter 
control. It is possible to use the raised cosine (RC), the root raised cosine (RRC), 
or the rectangular (none) pulse shaping filter. The default type is root raised 
cosine (RRC). The filter parameter alpha (roll-off factor) is defined in the Filter 
Parameter control. The default value is 0.5.

This block is also responsible for the desired transmitted symbol rate. It 
can be set in the Symbol Rate control. The default value is 2000 baud. The 
waveforms of the in-phase and quadrature-phase baseband signals can be 
observed by clicking on the Pulse Shaping tab and choosing the proper radio 
button in the tab.

unity
gain

root raised 
cosine

total
attenuation

a  ... filter roll-off factor ( 0 < a  < \ )

C
05
CO
£

f c( l - a )  f c f c(\ + a ) frequency0

Figure A-30 -  Ideal root raised cosine frequency response

Conversion to IF

The complex baseband signal modulates a quadrature pair of intermediate 
frequency (IF) carriers before it is sent to the sound card for transmission. The 
value of the carrier frequency can be adjusted in the control panel using the IF 
control. Its default value is 10 kHz. This block is also responsible for the actual 
sample rate generated by the code. The symbol rate and the number of samples 
per symbol determine the sample rate of the carrier.

Fs =  (Symbol Rate) • (# o f  Samples per Symbol) (A-4)

Fs ... Sample rate [Hz], Symbol Rate [symbols/sec]

The up-converted waveform can be observed in the time and frequency 
domains by clicking on the Output Signal (sound card) and FFT Output Signal 
(sound card) tabs, respectively, in the front panel.

The effective sample rate of the output signal is defined by the sound card 
parameters, as explained next.
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Sound Card Output

Ultimately, the signal is output by the sound card at a sample rate defined 
in the Sample Rate control in the front panel. Its default value is 44100 Hz. This 
sample rate can be set in 1 Hz steps.

Buffers are used to transmit data between the SDR code and the 
Windows API (the core set of application programming interfaces). When the 
time between calls to the Windows API is in excess of the total buffer time per 
channel, buffer over-runs or under-runs occur. In order to avoid this problem, the 
number of buffers must be at least two, but a higher number is more reliable. The 
number of buffers can be set in the # of Buffers control in the control panel. Its 
default value is 10.

The Device ID control in the control panel specifies the output device used 
by the system. If the computer has more than one sound card, it is possible to 
choose which one to use. The default device ID is 0.

1.2.2. The Receiver

Sound Card Input

This stage is responsible for the acquisition of the transmitted signal.
Here, the sound card sample and the number of buffers are defined in the control 
panel. The default value for the sample rate is also 44100 Hz. Ideally, the sound 
cards’ sample rates should have the same value for the transmitter and the 
receiver computers. However, small discrepancies are likely to occur and they 
can cause synchronization problems in the demodulation process, depending on 
which algorithms are used.

The demodulation process involves heavy computations. Normally, high- 
performance digital signal processors and/or FPGAs are used to perform these 
operations. Since we are using personal computers running under Windows 
operating systems, there will be delays between the processing operations and 
signal acquisition. Therefore, we can expect buffer overflow at some point during 
a continued demodulation process. In order to have the receiver working properly 
during a certain time frame, we can adjust the number of buffers to a larger 
value. Typically, 3000 buffers will let the system work properly for about three 
minutes during the demodulation process. The number of buffers must be 
increased when more demodulation processing time is needed. The default value 
for the number of buffers is 3000.
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Automatic Gain Control (AGC) and High Pass Filtering (HPF)

The amplitude of the incoming signal must be adjusted in order to make 
the demodulation process work properly. Amplitude variations in the received 
signal can cause erroneous behavior of subsequent processing stages. The 
automatic gain control (AGC) provides a constant average signal level applied to 
the demodulation stages. It works by measuring the RMS (root mean squared) 
value of the input signal from the sound card and adjusting the signal to a 
predefined RMS level.

A high pass filter (HPF) is also applied in this stage in order to clean the 
incoming signal of the low frequency noise added by the sound cards and other 
interference.

Carrier Synchronization and Down-Conversion

The incoming signal needs to be down-converted back into its baseband 
form in order to recover the transmitted message. The down-conversion to 
baseband is done by mixing the incoming signal with a sinusoid with the same 
phase and frequency as the carrier, and this mixing output is passed through a 
low pass filter with a cutoff frequency less than the intermediate frequency (IF) 
value. Therefore, the receiver needs to determine both the frequency and phase 
of the modulating sinusoid. Even though the transmitter and the receiver are set 
to work with the same carrier frequency, slightly frequency offsets are expected 
to happen.

This stage uses the Quadriphase Costas Loop method to extract the 
carrier phase and frequency of the 4-QAM signal. It is a scheme where the 
recovered phase converges to an integer multiple of 90° shift from the true 
carrier phase. This phase ambiguity is resolved using differential encoding and 
correlation of the SOF and EOF bits. The Costas loop uses an adaptation 
constant, here called mu (//), the value of which depends on how large the 
frequency offset is. Larger frequency offsets require larger values of ju to make 
the Costas loop acquire the right frequency and phase from the incoming signal. 
The outputs of the carrier synchronization and down-conversion stage block are 
the I (in-phase) and the Q (quadrature-phase) baseband signals, which can be 
observed from the Baseband Conversion tab in the control panel. The I and Q 
components can be selected by clicking on the corresponding radio button in that 
tab. The phase update output of the Costas loop algorithm can be observed by 
clicking the Phase Update tab in the front panel.
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Matched Filter

After the incoming signal is returned to its baseband form, it needs to be 
passed through a filter that will reduce the intersymbol interference (ISI) and 
maximize the signal-to-noise (SNR) ratio. In order to do this, the receive filter 
should be matched to the pulse shape filter created in the transmitter (its impulse 
response must be a scaled time reversal of the pulse shape). It is called a 
matched filter for this reason. The outputs of the matched filter stage can be 
observed by clicking on the Matched Filter tab in the front panel. The I and Q 
components can be selected by clicking on the corresponding radio button in that 
tab.

Symbol Synchronization and Alignment

This block is responsible for finding the first ideal symbol time instant from 
the matched filter output. Its output is a symbol time aligned complex waveform, 
where the first sample corresponds to the optimal symbol instant. This is done to 
prepare the waveform for the decimation process, where one sample of each 
symbol must be extracted at an optimal time. The outputs of the Symbol Timing 
Recovery.vi are the complex array containing the quadrature symbol values 
corresponding to optimal sampling times and zero values for other sampling 
times, and the recovered symbol clock signal bundled with the in-phase 
component of the input.

The symbol timing recovery process can be observed in the 4 QAM SDR 
Transceiver.vi by clicking on the Symbol Timing tab in the front panel, which 
displays the in-phase signal and the recovered symbol clock.

Waveform Decimation

During the modulation process at the transmitter, each symbol was up- 
sampled by the pulse shape filter. The Waveform Decimation stage down­
samples the waveform by the same factor used in the Samples/Symbol control of 
the transmitter. This value must be set in the Samples/Symbol control in the 
receiver’s control panel. Its default value is 16.

The Eye Diagram chart in the control panel is a visualization tool that 
shows how well-formed the incoming pulse shaped signal is. A number of 
superimposed traces of the waveform (after the Symbol Synchronization and 
Alignment stage) starting at an integer multiple of the symbol time are added to 
the chart.
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The decimated I and Q components can be observed in the front panel by 
clicking on the Decimation tab and choosing the appropriate radio button.

Symbol to Bits Mapping

The in-phase (I) and quadrature-phase (Q) waveform components are 
mapped back into bits according to the scheme used in the transmitter (see 
figure A-29). The received symbols can be observed from the Constellation 
Diagram chart in the control panel. This chart displays the received 4 QAM 
symbols in the complex l/Q plane after the decimation process.

Differential Decoding

Differential decoding is applied to recover the frame bits. The received 
sequence bits are decoded using a Boolean XOR operation bitwise, according to 
the following equation

x«=y»®y«- i  (A‘4 )

where:
y n ... encoded received sequence 
xn ... output sequence (frame bits) 
n ... sequence index

Frame Synchronization and Alignment

When the modulated signal arrives at the receiver, the corresponding start 
of frame (SOF) bits can be anywhere inside the receive buffer. It is necessary to 
identify the start of the frame (SOF) bits inside the received bit sequence and 
manipulate two consecutive bit sequences in order to obtain the entire frame.
See figure A-31 for reference.
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Figure A-31 -  Frame synchronization
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The SOF bits index indicates the position of the first SOF bit in the buffer. 
This index is determined by correlating the known SOF bit pattern with the 
received bit sequence.

The received frame can be observed from the Received Frame tab in the 
front panel of the 4 QAM SDR Transceiver.vi. The SOF bit pattern index can also 
be observed from the SOF Index tab. This can be useful to observe how the 
receiver sound card sample rate differs from the one at the transmitter, as 
explored by experiment procedure 2-14.

Message Retrieving

In the final stage of the system the message is separated from the SOF 
and EOF bits. The received message is then compared with a copy of the 
original message. A message error is flagged if there is an error in any received 
message bit. The Received Message tab in the receiver’s front panel displays the 
received and original messages, according to the radio button selection. The 
message error is shown in the Message Error tab.

2. Procedure

2.1. Start LabVIEW on the transmitter computer and open the 4 QAM SDR 
Transceiver.vi.

2.2. Click on the TX tab and run the VI using the default values.

2.3. Observe the waveforms on the charts by clicking on the different tabs.

2.4. Increase the carrier frequency value (IF) to 13 khlz. Flow does the 
frequency spectrum of the output signal change? What should be the 
maximum value for the carrier frequency considering that the VI is working 
with 2000 symbols per second and 16 samples per symbol? Check your 
result experimentally.

2.5. Set the carrier frequency to its default value (10 khlz). Run the VI and 
observe the frequency spectrum of the output signal. Increase the symbol 
rate to 4000 samples per symbol. What difference can you observe in the 
frequency spectrum? Explain. Include the FFT chart of the two 
observations in your report.
Note: to include a copy of a chart in your report, click on the pause button
(II) to pause the VI execution, right-click on the chart, and choose Export 
Simplified Image. In the Export Simplified Image window, choose
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Enhanced Metafile (.emf) and Export to clipboard. Click in Export and 
paste the image in your word processor document.

2.6. Considering that the sound card sample rate is 44100 Hz, what is the 
maximum symbol rate supported by the transmitter when the samples per 
symbol is 16?

2.7. Connect the sound card output of the transmitter computer to the sound 
card input of the receiver computer with an audio cable. Adjust sound level 
on both computers to 30% of maximum.

2.8. Start LabVIEW on the receiver computer and open the 4 QAM SDR 
Transceiver.vi.

2.9. Select the TX tab on the control panel of the transmitter and the RX tab on 
the receiver.

2.10. Using the default values, run the VI on the receiver first. Observe that the 
receiver processes only the input signal graph while the signal is weak (no 
energy signal) by clicking on the chart tabs.

2.11. Run the VI on the transmitter using the default values. Observe how the 
receiver detects the incoming signal and starts the demodulation process.

2.12. Observe the waveforms at different stages of the receiver.

2.13. Verify the presence of aliasing in the frequency spectrum. Stop the 
transmitter and the receiver. Change the symbol rate to 1700 symbols per 
second for transmitter and receiver. Run the receiver first and then the 
transmitter. How does the presence of aliasing change in the frequency 
spectrum of the receiver? What should be the lowest symbol rate in order 
to avoid aliasing in the receiver considering the transmission parameters 
of 16 samples per symbol, 10 kHz carrier frequency, and 44.1 kHz sound 
card sample rate? Show the FFT chart for each case on your report.

2.14. The sound cards of the transmitter and the receiver computers should be 
set at the same 44100 kHz sample rate. However, you may detect a small 
offset between the two sample frequencies by observing the SOF (start of 
frame) index. Reinitialize to the default values and run both Vis 
(transmitter and receiver). Observe how the SOF index varies at the 
receiver. Calculate the sample frequency offset between the two 
computers based on the SOF index chart. Include the SOF Index chart on 
your report.
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LAB #3 - Pulse Shaping

A bstract:

The need to operate over band-limited channels while reducing 
intersymbol interference (ISI) makes the use of pulse shaping a requirement in 
communication systems. In this laboratory session, we will investigate different 
types of pulse shaping filters in the time and frequency domains to understand 
how they affect the frequency spectrum of the modulated signal, its eye diagram, 
and the consequences in the demodulation process in the receiver.

References:

[1] C. Richard Johnson Jr., William A. Sethares, “Telecommunication 
Breakdown,” Pearson Prentice Hall, Upper Saddle River, New Jersey, 
2004

[2] National Instruments, “Pulse Shape Filtering in Communication Systems,” 
available online at http://zone.ni.eom/devzone/cda/tut/p/id/3876

[3] National Instruments, “Pulse Shaping to Improve Spectral Efficiency,” 
available online at http://zone.ni.eom/devzone/cda/ph/p/id/200

[4] LabVIEW Graphical Programming Course, available online at 
http://cnx.org/content/col 10241 /latest/

[5] Jeffrey Travis, Jim Kring, “LabVIEW for Everyone: Graphical Programming 
Made Easy and Fun,” Prentice Hall PTR, New Jersey, 2006

R equ ired  Equipm ent:

1. (2) Personal computer with sound cards and LabVIEW software installed.
2. (1) Audio cable.
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1. Background Information

During the transmission process, the digital message needs to be 
converted into an analog signal. The pulse shaping filter converts each digital 
symbol into a corresponding analog pulse by up-sampling the original signal into 
a shape that helps to overcome the problem of intersymbol interference (ISI), 
thus limiting the signal bandwidth, and improving the signal to noise ratio (SNR) 
at the receiver. Different types of filters can be applied, where each type will 
determine specific characteristics of the transmitted signal in the time and 
frequency domains.

1.1. The Task of the Pulse Shaping Filter

Consider an analog signal wa(t) passing through a filter with impulse 
response p(f). In the time domain, the output of the filter is given by the 
convolution

x(t)  = wa( t ) * p ( t )  (A-5)

Considering Wa( f )  and P ( f )  as the Fourier transform of wfl(t) and p(t), 

respectively, the Fourier transform of the output signal is given by the product

X ( f )  = Wa( f )  P ( f )  (A-6)

By looking at this last equation, it can be observed that the filter response 
scales the output signal and limits its bandwidth (X( f )  is zero at frequencies 
where P ( f )  is zero).

When choosing a particular pulse shaping, the tradeoff between the 
advantages and disadvantages in the time and frequency domains must be 
considered. For example, a rectangular pulse in the time domain is the most 
compact form of representing the signal. However, in the frequency domain, the 
corresponding frequency response is a sine function, which has infinite 
bandwidth. On the other hand, the sine pulse in the time domain has a 
corresponding rectangular form in the frequency spectrum, which limits the 
bandwidth of the incoming signal. Figure A-32 shows some pulse shape 
examples in time and frequency domains.
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Figure A-32 -  Some pulse shapes in the time and frequency domains

1.2. Intersvmbol Interference

Intersymbol interference (ISI) is a phenomenon that occurs when adjacent 
symbols interfere with each other. It can occur when the pulse shape is wider 
than a symbol interval and when the channel causes distortions on neighboring 
pulses. Pulse shapes that are wider in time occupy narrower bandwidth. 
However, as the pulse shape becomes wider, more ISI will degrade the signal.
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Figure A-33 -  Intersymbol interference (ISI)

A pulse shape with a longer duration in time and satisfying the Nyquist 
condition, where it must be zero at all integer multiples of the symbol period T  but 
one, provides a narrow bandwidth and avoids ISI. A pulse h(t) is said to be a 
Nyquist pulse if it obeys the following equation:

fc k - 0
h(kT + r )  = \ (A-7)

[0 k ± 0  K ’

for some r , where k  is an integer and c is a constant. Raised cosine (RC) and 
root raised cosine (RRC) pulse shapes are commonly used in communication 
systems because they have the properties of zero crossings at desired times, 
sloped band edges in the frequency domain, and a considerable fast decay in the 
time domain while preserving a narrow bandwidth.

unity i root raised
gain

total
attenuation

CO)
CD
E

fc(\-a) fc f c{\ + a) frequency0

amplitude

time
2T-3T -2T

a  ... filter roll-off factor (0 < a  < 1)

(a) Time domain (b) Frequency domain

Figure A-34 -  Ideal root raised cosine response
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1.3. Pulse Shaping and the Eve Diagram

The pulse shaping operation involves the convolution of the incoming 
signal with the pulse shape. An example using the root raised cosine pulse 
shape is shown by figure A-35.

a m p l i t u d e

t i m e

(a) Unshaped signal

a m p l i t u d e

t i m e

(b) Corresponding pulse shaped signal 

Figure A-35 -  Pulse shaping example

The eye diagram is a visualization tool used for inspecting the pulse 
shaped signal. Several traces of the waveform are superimposed in the same 
picture, starting at integer multiples of the symbol time. Ideally, the original 
message should be recovered by sampling the pulse shaped signal exactly in the 
middle of each symbol. In this diagram, this point is said to be in the center of the 
eye. As the sample point deviates from the center of the eye, the recovery 
process becomes more susceptible to errors. Therefore, the eye diagram 
illustrates the limitation for sampling time errors. Also, if the signal distortion is 
extremely severe, the diagram will have the eye closed, showing that it is 
impossible to recover the original message. Refer to figure A-36 for the eye 
diagram details.

o p t im u m
s a m p le

t i m e s
d is t o r t i o n  a t  z e r o  c r o s s i n g s

Q_
B
CO

s e n s i t i v i t y  t o  t i m in g  e r r o r

t h e  e y e

t i m es y m b o l  t im es y m b o l  t im e

Figure A-36 -  Eye diagram
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1.4. Matched Filter

A receive filter is necessary in the demodulation process in order to 
decode the message contained in the transmitted signal. Since the transmitted 
signal is likely to arrive at the destination with some amount of noise, besides 
helping to avoid ISI, the receive filter must also help to improve the signal to 
noise ratio (SNR) for a better performance. In order to do this, the convolution of 
the pulse shape with the impulse response of the receive filter must be a Nyquist 
pulse. For this reason, the receive filter is called a matched filter and it has an 
impulse response that is a scaled, time-reversed form of the pulse shape used in 
the transmitter.

2. Procedure

2.1. Start LabVIEW and open the 4 QAM SDR Transceiver.vi on the 
transmitter computer.

2.2. Using the default values on the transmitter, select the TX tab and run the 
VI to observe the eye diagram for each pulse shaping scheme: Root 
Raised Cosine, Raised Cosine, and none (Rectangular). Print and 
comment on the shape for each pulse shaping filter. Check the symbol 
period.

2.3. Observe the frequency spectrum of the transmitted signal for each pulse 
shape. Print and comment on the shape for each case.

2.4. Stop the transmitter and connect the sound card output of the transmitter 
computer to the sound card input of the receiver computer with an audio 
cable. Start LabVIEW and open the 4 QAM SDR Transceiver.vi on the 
receiver computer. Adjust the sound level on both computers to 30% of 
maximum. Select the TX tab on the control panel of the transmitter and 
the RX tab on the receiver.

2.5. For each pulse shaping scheme, run the Vis on both transmitter and 
receiver computers using the default values and observe the eye diagram 
at the receiver. Print and comment on the shape for each case.

2.6. Add white noise to the transmitted signal by clicking on the Apply Noise 
switch and set the SNR (dB) value to 10 in the transmitter’s control panel. 
Repeat step 2.5 using the addition of noise to the transmitted signal and 
verify the effects of each pulse shape filter on the eye diagram and
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received message. Print and comment on the shape for each case. Which 
pulse shape is better? Explain.

2.7. Repeat step 2.5 with no noise added to the signal at the transmitter.
Adjust the filter parameter (roll-off factor) to 0.1 on both computers. Run 
the Vis on transmitter and receiver computers and observe the eye 
diagram on the receiver. Observe again the eye diagram at the receiver 
for a roll-off factor of 0.9 (set this value on both computers). Print and 
comment on the shape.

3. Questions

3.1. Explain the reasons to apply pulse shaping in a communication system.

3.2. Why is it desired to have limited bandwidth signals in a communication 
system?

3.3. Explain the reasons to have a matched filter at the receiver.
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LAB #4 - Carrier Recovery

Abstract:

Carrier recovery is a crucial stage in the demodulation process in a 
communication system. The signal that arrives at the receiver is a complicated 
waveform that must be down-converted into its baseband form. In order to do 
this, it is necessary to determine the frequency and phase of the modulating 
sinusoid. Errors in the estimation of these parameters can cause errors in the 
received demodulated message. In this laboratory, we will examine the Costas 
Loop for 4-QAM technique used in the carrier recovery process.

References:

[1] C. Richard Johnson Jr., William A. Sethares, “Telecommunication 
Breakdown,” Pearson Prentice Hall, Upper Saddle River, New Jersey, 
2004

[2] C. Richard Johnson Jr., “A Digital Quadrature Amplitude Modulation 
(QAM) Radio” available on CD-ROM accompanying Johnson and 
Sethares, “Telecommunication Breakdown”

[3] LabVIEW Graphical Programming Course, available online at 
http://cnx.org/content/col10241/latest/

[4] Jeffrey Travis, Jim Kring, “LabVIEW for Everyone: Graphical Programming 
Made Easy and Fun," Prentice Hall PTR, New Jersey, 2006

R equ ired  Equipm ent:

1. (2) Personal computer with sound cards and LabVIEW software installed.
2. (1) Audio cable.
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1. Background Information

During the transmission process, the baseband signal is up-converted into 
a RF waveform by using a sinusoidal carrier. It is necessary to estimate the 
frequency and phase of the carrier when the waveform arrives at the receiver to 
get back the original signal in its baseband form.

baseband
signalRF signal

LPF

baseband
signal RF signal

(a) Up-conversion to RF (b) Down-conversion to baseband

Figure A-37 -  Up- and down-conversion

Ideally, the receiver should know the carrier frequency in advance and use 
this information to synchronize the carrier. However, small frequency offsets are 
likely to occur and this makes necessary the use of techniques for finding the 
carrier frequency and phase estimates. There are different techniques that can 
be used in the carrier recovery process, each one with different requirements and 
performance depending on the modulation scheme. In this laboratory the Costas 
Loop for 4 QAM scheme will be explored.

1.1. Up-Conversion to RF and Down Conversion to Baseband

In quadrature modulation, the transmitter converts the baseband signal 
into an RF signal by mixing a cosine with the desired carrier frequency fc and 
some phase 6 with the in-phase baseband channel and a sine with the same 
frequency fc and phase 0 with the quadrature-phase baseband channel. See 
figure A-38 for reference.
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In-phase
baseband

v(kTJ
(complex RF signal)

Quadrature-phase
baseband

^...sampling period 
k ...integer

Figure A-38 -  Quadrature up-conversion to RF

After recovering the carrier at the receiver, the incoming RF signal is 
down-converted into its baseband form by mixing it with a locally generated 
cosine with a frequency fo and phase (f> and is passed through a low pass filter 
with cutoff frequency approximately equal to fo (fo is the estimated frequency of 
the carrier by the receiver) to provide the in-phase baseband signal. Similarly, the 
quadrature-phase baseband signal is obtained by mixing the incoming RF signal 
with a locally generated sine of same frequency fo and phase <j>, and the mixer 
output is passed through a low pass filter with the same cutoff frequency fo and 
then multiplying by -1. The block diagram of the carrier recovery and down- 
conversion stage is depicted by figure A-39.

In-phase
baseband

s\kTs]
Incoming RF signal

v[k]

■ h \ k T s ]

Quadrature-phase
baseband

m

LPF

LPF

cos(2;r f 0kTs + <f>[k})

Carrier
Recovery

Figure A-39 -  Carrier recovery and down-conversion
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1.2. The Costas Loop for 4 QAM

The Costas Loop is an adaptation algorithm widely used in communication 
systems. It operates directly on the received signal and uses the “hill climbing” 
adaptive method to maximize the cost function Jc, which for our 4 QAM scheme 
is

J c = cos1 (2(0-</>)) (A-8)

where 6 is the actual phase of the carrier and </> is the estimated one. The phase 
estimate algorithm searches for values of ^ that approach 6 (for maximizing Jc). 
It starts with some initial value for <j> and follows a path defined by the gradient of 
the cost function Jc evaluated at the current point using an adaptation constant 
ju ( n  has a positive value). The adaptation constant n  determines the 
convergence of the algorithm described by equation A-9:

0 [ k + l ]  = 0[k]  + { i dJca *  (A-0)^ #=*[*]

In order to implement this algorithm, we need to determine the derivative
p ,  r  /

C/d</> eva*uatec* at (t>= With some algebra and trigonometry manipulations

it can be shown (see [4]) that this derivative can be implemented for the 4 QAM 
scheme by defining the four signals:

Xj (f) = LP F {v (t) cos(2;r f 0t + </>)} (A-10)

• / » (A-11)

^2 » (A-12)

y 4» (A-13)

and taking the average of their product (v(t) is the received RF signal and fo is the 
carrier frequency estimate). The 4-QAM Costas Loop algorithm becomes:

0[k + l]  = 0[k]  + Ju x l ( t ) x 2( t ) x 3( t ) x 4(t) | t] (A-14)

where Ts is the sampling period of the signal. The block diagram for the 4 QAM 
Costas Loop is shown in figure A-40.
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MX
m

LPF

LPF

LPF

LPF

delay

cos(2 n f tikTs + 4 \ k \  +  7C/

c o s ( 2 x f0kTs +  < f\k \ +

cos(2;r f 0kTs + <(\k~\ +

cos( 2 tt f 0kTs +  </>{k})

Figure A-40 -  4 QAM Costas Loop

This scheme will provide a phase estimate ^ that will converge to the 
phase of the carrier plus an integer multiple of n i l  radians. In the presence of a 
frequency offset between the carrier frequency and the local oscillator at the 
receiver, the phase update will not converge to a constant value. Instead, it will 
converge to a line with slope m  which represents the frequency offset, as shown 
in figure A-41.

m

m= tan ( Y)

Figure A-41 -  Phase update in the presence of frequency offset
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The phase update is given by the following equation:

0(t)  = mt  + 0o (A-15)

Comparing equation A-15 with equation A-16:

^ > { t ) -2 n  f offse, t  + (/>0 (A-16)

gives us:

_ tanQ)
/  o ffse t ~i n

(A-17)

The phase ambiguity issue is discussed next.

1.3. Phase Ambiguity Resolution

The phase ambiguity can be resolved by:

a. correlating the down-converter output with a known training sequence, or
b. using a differential encoding technique, or
c. using a trained equalizer.

The 4 QAM SDR Transceiver.vi uses differential encoding and bit pattern 
correlation to eliminate the phase ambiguity problem. The in-phase and 
quadrature-phase channels are encoded separately in the transmitter and 
decoded separately in the receiver. This takes care of phase ambiguities of n  
radians. Phase ambiguities of n !2  and 3 n / 2  radians are resolved by checking 
the start and end of frame patterns. If an error is detected, the phase is changed 
by a n / 2  rotation.

2. Procedure

2.1. Connect the sound card output of the transmitter computer to the sound 
card input of the receiver computer with an audio cable. Start LabVIEW 
and open the 4 QAM SDR Transceiver.vi on both computers. Adjust the 
sound level on both computers to 30% of maximum. Select the TX  tab on 
the control panel of the transmitter and the R X  tab on the receiver.

155

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.2. Run the transmitter using the default values. Run the receiver using the 
default values and verify that there is no error in the received message 
(click on the Message Error tab).

2.3. Observe the Phase Update graph. Does it have a constant value over 
time? Print the graph and explain the values on it.

2.4. Stop the receiver and change the IF value to 9,995 Hz. Run the receiver 
and verify the Message Error tab. Click on the Phase Update graph tab 
and observe how its values change over time. Print the two graphs 
(Message Error and Phase Update) and comment on the phase update 
values and on the message error.

2.5. Repeat step 2.4 while changing the IF value to 9,990 Hz. Are there any 
errors in the received sequence? Why? Print the two graphs and explain.

2.6. Repeat step 2.5 (IF value set to 9,990 Hz) and change the Costas Loop 
adaptation constant // to 20. Check if there are errors in the received 
sequence. Print the two graphs and explain.

2.7. Repeat step 2.6 (IF set to 9,990 Hz and ju set to 20) while adding noise 
to the transmitted signal by switching the Apply Noise switch to ON and 
setting the SNR (dB) control to 10 in the transmitter’s control panel. Run 
the VI and check for occurrence of errors in the received sequence.

2.8. Repeat step 2.7 with ju set to 30 in the receiver. Can you observe a 
different result for the message errors? Explain.

2.9. Determine experimentally the maximum frequency offset at which the 
system can still work properly (no error in received message) by varying 
the IF value and the adaptation constant n  in the receiver.

3. Questions

3.1. Explain the role of the adaptation constant // in the Costas Loop. What 
does happen if it is too large? What does happen if it is too small?

3.2. Will the phase always converge to an “optimal value” in the Costas Loop
algorithm? Explain.

3.3. How does noise interfere with the Costas Loop algorithm?

3.4. Why does the constellation diagram at the receiver rotate as the frequency 
offset increases?
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3.5. Find the frequency offset value experimentally for a given setup using 
figure A-41 and equation A-17. Print and comment on the phase update 
graph.
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LAB #5 - Symbol Timing Recovery

A bstract:

After the carrier recovery and down-conversion to baseband stage, the 
received signal passes through a matched filter in order to get the best estimate 
of the transmitted symbols. The original bits which were up-sampled in the 
transmission process now need to be down-sampled in order to recover the 
original bit sequence. In order to do this, the receiver has to sample the incoming 
signal after the matched filter at “optimal times”. This is the role of the symbol 
timing recovery stage in the receiver. There are different techniques which can 
be used in this process. In this laboratory experiment, we will focus on the timing 
recovery process using the delay-locked loop (DLL) and the max-eye algorithms.

References:

[1] C. Richard Johnson Jr., William A. Sethares, “Telecommunication 
Breakdown,” Pearson Prentice Hall, Upper Saddle River, New Jersey, 
2004

[2] LabVIEW Graphical Programming Course, available online at 
http://cnx.org/content/col10241 /latest/

[3] Jeffrey Travis, Jim Kring, “LabVIEW for Everyone: Graphical Programming 
Made Easy and Fun,” Prentice Hall PTR, New Jersey, 2006

R equ ired  Equipm ent:

1. (2) Personal computer with sound cards and LabVIEW software installed.
2. (1) Audio cable.
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1. Background Information

After down-converting the quadrature modulated signal into its baseband 
form and passing through a matched filter, the signal contains the up-sampled 
complex symbols. It is necessary to recover the symbol timing clock to take one 
sample from each symbol interval at optimal times. Since the transmitted signal 
may suffer from noise interference, the techniques to recover the symbol timing 
must take this problem into account.

1.1. The Delay-Locked Loop (DLL) Algorithm

The delay-locked loop (DLL), also called early-late sampling, is a simple 
technique used to recover the symbol timing. In quadrature modulation, the DLL 
algorithm works on one of the two components of the quadrature signal to 
recover the symbol timing. For instance, it takes the in-phase component and 
tries to sample it at the peaks to ensure better performance when noise is 
present. The sample obtained at a peak of the incoming signal is said to be an 
on-time sample. If the sample is not at the peak, then it is said to be a too early 
or too late sample. Figure A-42 depicts the three possible cases in this scheme 
while figure A-43 shows the block diagram of the DLL algorithm.

on-time

late

early

(a) at peak

/ i  onj tim® late

early

early
on-time

late -  ►

(b) too early 

Figure A-42 -  DLL sampling

(c) too late

complex 
baseband input early sampleMatched

Filter Sampler

late sample
decision statistic

Sample Offset 
Decision

on time sample

Figure A-43 -  Delay-Locked Loop block diagram
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This algorithm takes three sequential samples and compares their values 
to verify which one has the larger value in magnitude by using the decision 
statistics input at the sample offset decision block. Since the number of samples 
per symbol N  is known by the decision block, it adjusts the next on-time sample 
index according to the decision statistics input:

a. If the on-time sample is at the peak, the next on-time sample will be at the
next N  sample index.

b. If the on-time sample is too early, the next on-time sample will be at the
next N+'\ sample index.

c. If the on-time sample is too late, the next on-time sample will be at the
next N -1 sample index.

In the presence of noise, instead of using only the decision statistics as 
the parameter for updating the on-time sample, a more reliable approach is 
taken. For each DLL iteration, the offset value from the decision statistics input is 
added to the previous one. The next on-time sample is taken every other N  
sample index until the sum exceeds a threshold value. After that, the next on- 
time sample takes into account the value of the sum: if it is negative, the next on- 
time sample is at the next A/-1 sample index; otherwise (if the sum is positive), 
the next on-time sample is taken at the next A/+1 sample index.

1.2. The Max Eve Algorithm

The Max Eye algorithm is a technique that calculates the best sampling 
times by choosing the offset that maximizes the opening in the eye diagram. A 
weighted average method is applied to find an average timing that maximizes the 
eye opening for each symbol. In the presence of high noise levels this technique 
can have issues when the opening of the eye diagram diminishes.

1.3. Implementation of the Delay-Locked Loop and Max-Eve Algorithms

In our experiments, we will be using the 4 Q AM  SD R Transceiver, v i and 
the 4 Q AM  SDR Transce iverjm axeye.v i. The first VI uses the DLL algorithm 
while the second uses the Max-Eye algorithm to recover the symbol timing.

2. Procedure

2.1. Connect the sound card output of the transmitter computer to the sound 
card input of the receiver computer with an audio cable. Start LabVIEW 
and open the 4 Q AM  SDR Transceiver, v i on both computers. Adjust the

160

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



sound level on both computers to 30% of maximum. Select the TX  tab on
the control panel of the transmitter and the R X  tab on the receiver.

2.2. Run the transmitter and the receiver using the default values. Click on the
Symbol Timing tab at the receiver and observe the symbol clock and the I 
channel component (pause the execution at the receiver to take a better 
look at the chart). Observe the decimated I and Q components in the 
Decimation tab. Is the DLL algorithm doing its job properly? Print the 
graphs and explain. Verify the M essage E rro r tab. Are there any errors? 
Stop the receiver.

2.3 Repeat step 2.2 applying noise to the transmitted signal by setting the
SNR (dB) control in the transmitter to 6 dB. Observe the symbol timing 
and decimation graphs. What difference can you observe from the last 
step (no noise) on the graphs? Print and comment on the graphs. Observe 
if there are any message errors.

2.4. Using the default values as a starting point, find out experimentally the 
minimum value for the SNR (dB) control at the transmitter where the 
receiver can still work without message errors (wait for approximately 
2000 iterations).

2.5. Using the default values and the value for SNR (dB) you found in step 2.4,
decrease the value of the DLL threshold Eo to 0.01. Run both Vis and 
verify the Message Error graph. What do you observe? Print the graph 
and explain. What is the role of the constant Eo?

2.6 Run the Vis on the transmitter and receiver computers and observe the
waveforms at different nodes of the system by clicking on the tabs. Click 
on the Apply Time Delay? Switch on the BD to insert a two second delay 
for each buffer processing. Observe the waveforms at different nodes of 
the system.

2.7. Close the 4 QAM SDR Transceiver.vi and open the 4 QAM SDR 
Transceiverjnaxeye.vi in the receiver computer. Repeat step 2.4 to 
determine the minimum SNR value at the transmitter for which the 
receiver can still work without any errors (wait for approximately 2000 
iterations).

2.8. Compare the results from step 2.4 and step 2.7. Are they different?

2.9. Repeat step 2.6 using the 4 QAM SDR Transceiverjnaxeye.vi.

2.10. Verify which of the two receivers have better performance using the 
default values (use a SNR value lower than the one you found in step 2.4 
at the transmitter for both receivers and compare the BER values after
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1000 iterations). Print the BER graphs for both receivers. Comment on the 
results.

3. Questions

3.1. Describe the importance of the matched filter in the symbol timing 
recovery.

3.2. Explain why the input of the Sample Offset Decision block is taken from 
the multiplication of the sum (late-sample -  early-sample) by the on-time 
sample in the DLL algorithm.
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APPENDIX B

4 QAM SDR TRANSCEIVER.VI CODE

The main code implementation of the 4 QAM SDR Transceiver.vi is 
presented in this appendix.

This Vi’s front panel is divided into transmitter and receiver structures, as 
well as the block diagram. The block diagram, however, has many more details 
which are hidden in the case structures. These details are also shown in 
separated figures.

All of the subVIs code used to implement important stages of the 4 QAM 
SDR Transceiver.vi were presented in Chapter 5 and are not replicated here. 
Only their icons and descriptions (as shown by LabVIEW Context Help window) 
are included.

Codes corresponding to the Apply Noise.vi and Input Scaling and Energy 
Detection.vi, which are used in the main code of the 4 QAM SDR Transceiver.vi, 
are also included in this appendix.

The code implementation of the 4 QAM SDR Transceiverjnaxeye.vi, 
included in the experiments of Appendix A, is presented here. Its front panel and 
other case structures that have the same code of the 4 QAM SDR Transceiver.vi 
are not shown.
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I  and Q  Ch. SM Component. 
  HiBO R5i?|

(a) I Channel (b) Q Channel (c) I and Q Channels

Figure B-6 -  4 QAM SDR Transceiver.vi BD, transmitter mode: Symbol Mapping case structures
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H  "Pulse Shaping (832)''

" — “ H ' l  Channel". Default - H

I  <^h. PS Component

Ch. PS Component

la n d Q C h , PS Component

I "Pulse Shaping (8 3 2 )“

Q C h . P5 Component

I  Ch. PS Component

I  and Q Ch. PS Component

f  Visible |

“ — H I " Ia n d O  Channels11

i| "Pulse Shaping ( 8 3 2 ) ~

I  Ch, PS Component

EH? SSifl
Q Ch. PS Component 

1 {►Visible |

I  and Q Ch. PS Component

(a) I Channel (b) Q Channel (c) I and Q Channels

Figure B-7 -  4 QAM SDR Transceiver.vi BD, transmitter mode: Pulse Shaping case structures

" H 1"Constellation DiaGran."

Constellation Diagram.

"Eye Diagram ^

BBJ

(a) Constellation Diagram (b) Eye Diagram

Figure B-8 - 4  QAM SDR Transceiver.vi BD, transmitter mode: Constellation and Eye 
Diagrams case structures
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I "FFT O utput Signal (sound card) •*>?

FFT Output Signal (sound card)

<1 "Output Sional (sound card)'1

(a) Output Signal (b) FFT Output Signal

Figure B-9 - 4  QAM SDR Transceiver.vi BD, transmitter mode: Output Signal and FFT Output 
Signal case structures
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lis t Frame Sock!jONRXl 

lOnlOff indicator
Symbol Rate THzl (2000)1

>ulse Shaping Ffeer (RRC)]
Design Watched Ffc&f I

l. Step the transceiver CMY using the STOP btfton 
(The execution can be paused at any time) Isamptes/Syrrdctol ~{16)y i —*—

Filter parameter (0,5)1Z a  the values of SOF and/or EOF Ms zre modried 
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j Time Delay ON/OFF

Figure B-10 -  4 QAM SDR Transceiver block diagram, receiver mode: part 1
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Figure B-11 -  4 QAM SDR Transceiver block diagram, receiver mode: part 2
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I "B aseband C onversion sn

l | ”I  Channel", D e fau lt

Q  C hannel B aseband

i I  and  Q  C hannels B aseband

►Visible

►Vi-'iSh?.

I  C hannel B aseband
» tm. >i
►Visible

M  "B aseband C o n version11

ij "Q  Channel""

I  C h an n el B aseband

I  a n d  Q  C hannels B aseband

Q  C h annel B aseband

” ” ><1 "B aseband C onversion

mmwH  1 a n d  o  Channels"

I  C hannel B aseband

►Visible

Q  C hannel B aseband  
i
►Visible

I  a n d  Q  C hannels B aseband  fl
►Visible

(a) (b) (c)

Figure B-13 - 4  QAM SDR Transceiver.vi BD, receiver mode: Baseband Conversion case 
structures

i| "M atched Filter"

" - “ H " I  Channel", D efau lt - W ”  

I  Channel MF

Q  Channe l MF

I  and Q  Channels MF

[►Visible]

"Q Channel"

Q  C hannel MF 

B 7 ]  |t” isMe|

I  C hannel MF

I  and Q Channels MF

” 8WN  "M atched Filter”

“I  a n d  0  Channels"

I  a n d  Q  Channels MF

Q  C hanne l M F

I  Channel MF

(a) (b) (c)

Figure B-14 -  4 QAM SDR Transceiver.vi BD, receiver mode: Matched Filter case structures
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<1 "Decim ation" <| "Decim ation" “D ecim ation"

" I a n d  Q  Channels"

I  an d  Q  C hannels D ecim ated

W ' l  C hannel". D e fau lt *» > P  

I  C hannel D ecim ated Q C h an n el D ecim ated  
» mi m
►Visible

Q  C hannel D ecim ated
I  C h an n el D ec im ated

I  C h annel D ecim ated

EH
l  and Q  C hannels D ecim ated

Q  C hannel D ec im ated
I  a n d  Q  C hannels D ecim ated

• ►Visible►Visible

(a) I Channel (b) Q Channel (c) I and Q Channels

Figure B-15 -  4 QAM SDR Transceiver.vi BD, receiver mode: Decimation case structures

"Received Message"I "R ec e iv ed  M es sa ge

f r r R e c e iv e d  M essage , D e fau lt V I  "Original M es sa ge1

O riginal M es sa ge

O riginal M es sa ge

R eceived  M essage  gW?! ►Visible

R ec e iv ed  M es sa ge  iUOriginal M essage  Frar?! ►Visible

R ec e iv ed  an d  Original M essages
R eceived  a n d  O riginal M essages

►Visible

"R ec e iv ed  M e s sa ge

p R e c e iv e d  a n d  O riginal M essages"

iSffi}—
R e c e iv e d  a n d  O riginal M essages

►Visible

R ec e iv ed  M essage
  >; m m  m

[.'.:.M-»"frVisible

O rig in s  M es sa ge

►Visible

(a) Received Message (b) Original Message (c) Received and Original

Figure B-16 -  4 QAM SDR Transceiver, vi BD, receiver mode: Received Message case structures
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I "FFT In p u t Signal (sound card )". D e fau lt l| "Phase U p d a te 11

F FT In p u t Signal (sound  card )

” °” H  "Symbol Timing"

(a) FFT Input Signal (b) Phase Update (c) Symbol Timing

Figure B-17 - 4  QAM SDR Transceiver.vi BD, receiver mode: FFT Input Signal, Phase Update, 
and Symbol Timing case structures

»[ ''C onstellationD iagram "-

|Case 5

""""W 'S O F  In d e xEye D iagram

Eye D iagram  RX

(a) Constellation Diagram (b) Eye Diagram (c) SOF Index

Figure B-18 -  4 QAM SDR Transceiver.vi BD, receiver mode: Constellation Diagram, Eye 
Diagram, and SOF Index case structures
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"Received Frame" 'Message Error"

(a) Received Frame (b) Message Error (c) BER

Figure B-19 -  4 QAM SDR Transceiver.vi BD, receiver mode: Received Frame , Message Error, 
and BER case structures

64 Sample Period PM Sequence Generator.vi

—  P N  S e q u e n c e

I n p u t

Differential Encoder.vi

—  O u t p u t
PN

Scq
Gen.

□ iff
Eneod.

G e n e r a t e s  a  b in a r y  p s e u d o  n o is e  ( P N )  s e q u e n c e  
w i t h  a  p e r io d  o f  6 4  s a m p le s .

A p p l ie s  d i f f e r e n t ia l  e n c o d in g  t o  th e  
b in a r y  in p u t  s e q u e n c e  t o  s o lv e  f o r  
c a r r ie r  p h a s e  a m b ig u i t y  a t  r e c e iv e r .  T h e  
D i f f e r e n t ia l  D e c o d e r ,  v i  m u s t  b e  u s e d  in  
t h e  r e c e iv e r .

Figure B-20 -  64 Sample Period PN Sequence Figure B-21 
Generator.vi icon and description

- Differential Encoder.vi icon and 
description

4 QAM Bits to Symbol Mapping.vi

B it S e q u e n c e  In p u t

Upconvert to IF.vi

4-HAM 
B it ' to

4  Q A M  C o m p le x  S y m b o l O u tp u t  B a s e b a n d  C o m p le x  W a v e fo rm  ■
IF  (H z )

C o n v e r ts  p a ir  o f  b in a ry  s e q u e n c e  in to  a  4 -Q A M  s y m b o l (c o m p le x  
v a lu e ) ,  T h e  4  Q A M  S ym b o l t o  B its  M a p p in g .v i m u s t b e  u s e d  in  th e  
r e c e iv e r  t o  r e c o v e r  th e  t r a n s m it te d  b in a ry  s e q u e n c e .

IF
UP

CONV.

3 U p c o n v e rte d  O u tp u t 

Fs

C o n v e r ts  th e  b a s e b a n d  s ig n a l in to  a n  in te rm e d ia te  f r e q u e n c y  ( IF )  
m odulated signal. The carrier frequency (IF ) is se t by th e  value o f the  
IF  in p u t in  H z . F s  is th e  s a m p le  f r e q u e n c y  in  H z.

Figure B-22 -  4 QAM Bits to Symbol Figure B-23
Mapping.vi icon and description

Upconvert to IF.vi icon and 
description
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* i■ n* **< .i r i«nt i Hi* i
File gdlt View Project Operate Tools Window ye

S 3 S L  1;  [ l i |  [~13pt ApplicationFont -T |

■ ■ M iB̂Oi Bs

.M r

ApplrNoiŝ i
■— I

(a) Front panel

_ -  x| r | . i I  I) !■ ,* - I  in .  ■ I I ’ l . i '  14.H 11

Fite Edit View Erojert Operate lo o k  Window t jd p

1 < > ^ |  v  [ 13pt Application Font •Ob '

Apply Noise?

SNR(dB)
►

(b) Block diagram

l| False
Apply Noise.vi

in p u t  ■ 
S N R ( d B )  

A p p ly  N o is e ?

J o u t p u t

(c) False case structure

A d d s  w h i t e  G a u s s ia n  n o is e  t o  t h e  t r a n s m i t t e d  s ig n a l  t o  
s im u la t e  c h a n n e l  im p a i r m e n t s  w h e n  t h e  B o o le a n  A p p ly  N o is e ?  
c o n t r o l  is  s e t  t o  T R U E .

I n p u t :  s ig n a l  t o  b e  t r a n s m i t t e d .

A p p ly  N o is e ? :  w h e n  s e t  t o  T R U E  a d d s  w h i t e  G a u s s ia n  n o is e  t o  
t h e  t r a n s m i t t e d  s ig n a l .

5 N R ( d B ) :  a d ju s t s  t h e  s ig n a l  t o  n o is e  r a t i o  in  d B .

(d) Icon and description

Figure B-24 -  Apply Noise.vi
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ESe E d it V ie w  P ro je c t  O p e ra te  lo o ts  W in d o w  tte lp  

[ ^ ] # |  * > j T i l  | 13p t  A p p lic a t io n  F on t  » ]  =

(a) Front panel

miliiriHi'i'lnriliinii'.iBli
Hie Edi: View P rotect O pera te  lo o ls  W indow  (Help

■;h # i  ■ - ' [ H i r f i B M t f  a-..- 13pt Application Font * | + a '  ‘ ■Do'j

In p u t  R M S
m&i

SK<r)i

S ig na l t o  d e m o d u la t io n
'I "

D em odulate signal?

Seale m in  R M S a m p litu d e
In p u t  S igna l fo r  o p e ra t io n

md"

(b) Block diagram

Input Scaling and Energy Detection, vi

I n p u t  = S ig n a l  t o  D e m o d u la t io n  
I n p u t  R M S  
D e m o d u la t e  S ig n a l?

T h is  V I  s c a le s  t h e  a m p l i t u d e  o f  t h e  in c o m in g  s ig n a l  f r o m  t h e  s o u n d  c a r d  b a c k  t o  
t h e  p r o p e r  r a n g e  u s e d  in  t h e  c o d e .  I t  a ls o  d e t e c t s  i f  t h e r e  is  e n o u g h  e n e r g y  in  
t h e  s ig n a l  f o r  p r o p e r  d e m o d u la t io n .  I f  t h e  R M S  a m p l i t u d e  v a lu e  o f  t h e  in c o m in g  
s ig n a l  is  l o w e r  t h a n  t h e  m in im u m  R M S  a m p l i t u d e  v a lu e  f o r  o p e r a t i o n ,  t h e  
D e m o d u la t e  S ig n a l?  o u t p u t  is  s e t  t o  F A L S E . O t h e r w is e ,  t h i s  o u t p u t  is  s e t  t o  T R U E  
in  o r d e r  t o  p a s s  t h e  s ig n a l  t o  t h e  d e m o d u la t io n  p r o c e s s .

I n p u t :  r e c e iv e d  s ig n a l  f r o m  s o u n d  c a r d  b u f f e r .

S ig n a l t o  D e m o d u la t io n :  S c a le d  s ig n a l .

I n p u t  R M S : r o o t  m e a n  s q u a r e  (R M S )  v a lu e  o f  t h e  in c o m in g  s ig n a l .

D e m o d u la t e  S ig n a l? :  s e t  t o  T R U E  w h e n  t h e r e  is  e n o u g h  e n e r g y  in  t h e  s ig n a l  t o  
d e m o d u la t io n ,  O t h e r w is e ,  i t  is  s e t  t o  F A L S E .

(c) Icon and description 

Figure B-25 -  Input Scaling and Energy Detection.vi
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AGC and HPF.vi

Input signal 
Input RMS 

sampling freq (Fs)
HPF

AGC Output

This VI applies automatic gain control (AGC) and high pass filtering (HPF) 
on the input signal. The AGC stage brings the signal to an optimum 
amplitude range to be used in the demodulation process. The HPF stage 
removes low frequency noise added to the signal by the sound card and/ 
or other interferences.

Input Signal: received signal from sound card after scaling.

Input RMS: RMS value of the incoming signal.

Sampling Freq (Fs): input signal sampling frequency.

Output: signal output after applying AGC and HPF.

Figure B-26 -  AGC and HPF.vi icon and description

Carrier Synchronization and Downconversion.vi

Phase Shift Status Past I te ... .....
Error in Sync B its ......

Waveform Amplitude Input —
Ps J p

fo (IF @ receiver) [Hz] ’ j 
rnu ——J

Processing Loop Ite ra tion-----
Phase Shift Past Iteration —

This VI uses the Quadriphase Costas Loop method for recovering carrier phase and frequency from the 4-QAM signal. 
Later, it down converts the signal to baseband.

Phase Shift Status: set to TRUE if a phase shift was applied, set to FALSE otherwise,

Error in Sync Bits: set to TRUE if there was an error in synchronization bits (SOF and/or EOF) during past loop iteration, 
set to FALSE otherwise.

Fs: sampling rate, in Hertz [Hz],

fo (IF <S> receiver): intermediate frequency (IF) of carrier used in receiver, in Hertz [Hz], This frequency should match the 
intermediate frequency used on the transmitter.

mu: adaptation constant of Costas Loop, I t  has to be adjusted according to the frequency offset value between 
transmitter and receiver. Higher frequency offsets demand higher values for mu. Default value =  10.

P r o c e s s in g  L o o p  I t e r a t i o n  N u m b e r ;  i t e r a t i o n  n u m b e r  v a lu e  d u r in g  s ig n a l  p r o c e s s in g  t im e .  W h e n  t h e  s ig n a l  s t a r t s  b e in g  
processed, this number starts at value 0 and increases by 1 each loop iteration.

Phase Shift: value of phase shift, in radians [rad], applied to the Carrier Frequency and Phase Recover block to resolve 
phase ambiguity problem.

Figure B-27 -  Carrier Synchronization and Downconversion.vi icon and description

 Phase Shift Status
Ck w “  Downconverted Received Com,
$,,nc Phase Update [radians]

"P~~ - Phase Shift
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Quadriphase Costas Loop Carrier Recovery.vi

y - .
f o  —  
T s  J r  

m u

4 -P h a sc  

C o s t  L p  

Ciirr R*

phm

K —J |
p h i [ k - l ]  -—  ......... !

R e c o v e r s  p h a s e  f r o m  th e  in c o m in g  IF  s ig n a l u s in g  t h e  C o s ta s  lo o p  f o r  4  Q A M  m o d u la t io n .
W h e n  t h e  v a lu e  s e t  f o r  t h e  c a r r ie r  f r e q u e n c y  a t  t h e  r e c e iv e r  ( f o )  d o e s  n o t  m a tc h  t h e  c a r r ie r  
f r e q u e n c y  o f  t h e  r e c e iv e d  s ig n a l,  t h is  V I  u p d a t e s  t h e  p h a s e  p h i [ k ]  t o  c o m p e n s a te  f o r  t h e  
f r e q u e n c y  o f f s e t .  H ig h e r  f r e q u e n c y  o f f s e t s  r e q u i r e  h ig h e r  v a lu e s  f o r  t h e  C o s t a s  lo o p  
a d a p t a t io n  c o n s t a n t  (m u ) .

y :  a m p li tu d e  v a lu e  o f  t h e  c o m p le x  in p u t  w a v e f o r m .

f o :  c a r r ie r  f r e q u e n c y  s e t  a t  r e c e iv e r  in  H z , D e f a u l t  v a lu e  =  1 0  k H z .

T s : s a m p lin g  p e r io d  o f  t h e  in c o m in g  w a v e f o r m  in  s e c o n d s .

mu; Costas loop adaptation constant, Default value =10,

p h i:  p h a s e  u p d a t e  in  r a d ia n s .

k :  C o s t a s  lo o p  i t e r a t io n  n u m b e r .

Figure B-28 -  Quadriphase Costas Loop Carrier Recovery.vi icon and description

1st Order Butterworth LPF 7k.vi

I n p u t  LPf —  O u t p u t

1 s t  o r d e r  B u t t e r w o r t h  lo w  p a s s  f i l t e r  
w i th  c u t o f f  f r e q u e n c y  o f  7  k H z .

Figure B-29 -  1st Order Butterworth LPF 7k.vi icon and description

Symbol Timing and Decimation.vi

I n p u t  "  f Symbol]' O u t p u t
T h r e s h o ld  E o  ( 1 . 0 )  r  | T ™“ » ■ •• ■ ; - - •  S y m b o l  T im in g

B u f f e r  S iz e  ( 8 3 2 )  — 1  H

R e c o v e r s  t h e  s y m b o l  t im in g  u s in g  t h e  D L L  a lg o r i t h m  a n d  d o w n  s a m p le s  t h e  
in c o m in g  c o m p le x  w a v e f o r m ,

I n p u t :  c o m p le x  w a v e f o r m  f r o m  m a t c h e d  f i l t e r .

T h r e s h o ld  E o : s u c c e s s iv e  d e c is io n  s t a t i s t i c s  s u m  v a lu e  n e e d e d  t o  c o r r e c t  
t im in g  in  t h e  D L L  a lg o r i t h m .  I f  t h i s  s u m  is  la r g e r  o r  e q u a l  t h e  t h r e s h o ld  E o . t h e  
a lg o r i t h m  c o r r e c t s  t h e  s y m b o l  c lo c k .  D e f a u l t  v a lu e  = 1 . 0

B u f f e r  S iz e :  s iz e  o f  s o u n d  c a r d  b u f f e r .  D e f a u l t  v a lu e  =  8 3 2

O u t p u t :  c o m p le x  d e c im a te d  q u a d r a t u r e  s y m b o ls .

S y m b o l T im in g :  o u t p u t s  t h e  r e c o v e r e d  s y m b o l  c lo c k  b u n d le d  w i t h  t h e  in - p h a s e  
c o m p o n e n t .

Figure B-30 -  Symbol Timing and Decimation.vi icon and description
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Symbol Timing Recovery.vi

I n p u t  ~
T h re s h o ld  E o  ( 1 . 0 )  J  

B u f fe r  S iz e  ( 8 3 2 )  —

U s e s  th e  d e la y - lo c k e d  lo o p  (D L L ) a lg o r i th m  t o  r e c o v e r  th e  s y m b o l c lo c k .

T h e  o u t p u t  a r r a y  h a s  th e  s a m e  s iz e  o f  t h e  in p u t  a r r a y .

I f  t h e  s a m p le  is  a t  a n  o p t im a l t im e j  t h e  c o r r e s p o n d in g  c o m p le x  v a lu e  is p a s s e d  t o  th e  o u t p u t  
a r r a y  e le m e n t .
O th e r w is e ,  z e ro  v a lu e s  a re  p a s s e d  t o  th e  o u t p u t  a r r a y  e le m e n t .
T h e  f in a l o u t p u t  a r r a y  w ill h a v e  th e  c o r r e s p o n d in g  c o m p le x  s y m b o l v a lu e s  f o r  t h e  o p t im a l t im e s  
a n d  z e ro  v a lu e s  f o r  a ll t h e  r e s t  o f  t im e s .

In p u t :  c o m p le x  q u a d r a tu r e  s ig n a l.

T h re s h o ld  E o : s u c c e s s iv e  d e c is io n  s ta t is t ic s  s u m  v a lu e  n e e d e d  t o  c o r r e c t  t im in g  in  th e  D LL 
a lg o r i th m . I f  th is  s u m  is la r g e r  o r  e q u a l t h e  th re s h o ld  E o , th e  a lg o r i th m  c o r r e c ts  t h e  s y m b o l 
c lo c k , D e f a u lt  v a lu e  = 1 . 0

B u f fe r  S ize : s iz e  o f  s o u n d  c a rd  b u f f e r .  D e f a u lt  v a lu e  =  8 3 2

O u tp u t ;  c o m p le x  a r r a y  c o n ta in in g  q u a d r a tu r e  s y m b o l v a lu e s  c o r r e s p o n d in g  t o  o p t im a l s a m p lin g  
t im e s  a n d  z e ro  v a lu e s  f o r  o th e r  s a m p lin g  t im e s .

S y m b o l T im in g : o u tp u ts  th e  r e c o v e r e d  s y m b o l c lo c k  b u n d le d  w i th  th e  in - p h a s e  c o m p o n e n t .

Figure B-31 -  Symbol Timing Recovery.vi icon and description

SymbolTiming O u tp u t  xxmssm S y m b o l T im in g

Down Sampler.vi

I n p u t Down
Sampler

• O u t p u t

D o w n  s a m p le s  t h e  in c o m in g  a r r a y  b y  e l im in a t in g  
s a m p le s  w i t h  z e r o  v a lu e s .

I n p u t :  c o m p le x  o u t p u t  f r o m  S y m b o l  T im in g  
R e c o v e r y . v i

O u t p u t :  c o m p le x  d e c im a t e d  q u a d r a t u r e  s ig n a l ,

Figure B-32 -  Down Sampler.vi icon and description

4 QAM Symbol to Bits Mappping.vi

C o m p le x  W a v e f o r m « 4-OfiMSymbol B in a r y  S e q u e n c e  O u t p u t

Converts 4-QAM symbols into pair of bits, according to mapping 
defined in 4-QAM Bits to Symbol VI.

I n p u t

Differential Decoder.vi

—  O u t p u tOiff.
Dccod.

A p p l ie s  d i f f e r e n t i a l  d e c o d in g  t o  t h e  
in c o m in g  b i t  s e q u e n c e  t o  s o lv e  f o r  
c a r r i e r  p h a s e  a m b ig u i t y .

Figure B-33 -  4 QAM Symbol to Bits Mapping.vi 
icon and description

Figure B-34 -  Differential
Decoder.vi icon and 
description
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Frame Sync and Alignment.vi

#  o f  E x p e c t e d  M e s s a g e  B i t s  1  E r r o r  in  S O F  a n d / o r  E O F  b it s
R e c e iv e d  S e q u e n c e  ■— .. . . . . . . . .  s y h c . . . . . . . . —  O u t p u t  B it  S t r e a m  A l ig n e d  S . .,

S O F  B it  P a t t e r n  - *      . L  S O F  I n d e x
E O F  B it  P a t t e r n  — 1 1 ***** i  i _  E O F  I n d e x

1 s t  B lo c k  F e e d b a c k  — ■ *—  1 s t  B lo c k  F w d

T h is  V I  d e t e c t s  t h e  b e g in n in g  o f  t h e  f r a m e  in  t h e  c u r r e n t  b u f f e r  a n d  a lig n s  t h e  r e m a in in g  p a r t  o f  t h is  f r a m e  o n  n e x t  
b u f f e r  in  o r d e r  t o  r e c o v e r  t h e  e n t i r e  t r a n s m it t e d  f r a m e .

#  o f  E x p e c t e d  M e s s a g e  B its :  n u m b e r  o f  e x p e c t e d  m e s s a g e  b it s  in  a  f r a m e ,

R e c e iv e d  S e q u e n c e :  r e c e iv e d  f r a m e  b it s .

S O F  B it  P a t t e r n :  b i t  p a t t e r n  u s e d  a s  s t a r t  o f  f r a m e .

E O F  B it  P a t t e r n :  b i t  p a t t e r n  u s e d  a s  e n d  o f  f r a m e .

1 s t  B lo c k  F e e d b a c k :  b lo c k  s a v e d  a t  t h e  p a s t  i t e r a t io n  t h a t  m u s t  b e  a p p e n d e d  t o  t h e  c u r r e n t  b lo c k  t o  r e c o v e r  th e  
c u r r e n t  f r a m e .

E r r o r  in  S O F  a n d / o r  E O F  B its :  I f  a n  e r r o r  o c c u r s  in  a n y  o f  t h e  b i t s  in s id e  t h e  S O F  a n d / o r  t h e  E O F  b it s ,  t h e n  th is  s ig n a l 
is  s e t  t o  T R U E , O t h e r w is e ,  i t  is  s e t  t o  F A L S E ,

O u t p u t  B it  S t r e a m  A l ig n e d  S O F + M E S S A G E + E O F : a l ig n e d  f r a m e  o u t p u t .

S O F  I n d e x :  f i r s t  b i t  in d e x  o f  t h e  5 0 F  b i t  p a t t e r n  in s id e  t h e  r e c e iv e d  s e q u e n c e .

E O F  I n d e x :  f i r s t  b i t  in d e x  o f  t h e  E O F  b i t  p a t t e r n  in s id e  t h e  r e c e iv e d  s e q u e n c e .

Figure B-35 -  Frame Synchronization and Alignment.vi icon and description

Message Extraction.vi

M e s s a g e  E x p e c t e d  S i z e - - - - - - - - - - — |

—  R e c e iv e d  M e s s a g eR e c e iv e d  S e q u e n c e  
S O F  B its

O r ig in a l  M e s s a g e  — ^

MSG
■ E r r o r  in  R e c e iv e d  M e s s a g e

E x t r a c t s  t h e  m e s s a g e  f r o m  t h e  r e c e iv e d  f r a m e  a n d  d e t e c t s  i f  t h e r e  is  e r r o r  in  t h e  r e c e iv e d  
m e s s a g e  w h e n  a  c o p y  o f  t h e  o r ig in a l  m e s s a g e  is  a v a i la b le  a t  t h e  O r ig in a l  M e s s a g e  i n p u t .  I f  
t h e r e  is  a n  e r r o r ,  t h e  o u t p u t  E r r o r  in  R e c e iv e d  M e s s a g e  is  s e t  t o  T R U E .

M e s s a g e  E x p e c t e d  S iz e : n u m b e r  o f  b i t s  e x p e c t e d  in  t h e  m e s s a g e .

R e c e iv e d  S e q u e n c e :  r e c e iv e d  a l ig n e d  f r a m e  b it s ,

S O F  B i ts :  s t a r t  o f  f r a m e  ( S O F )  b i t  p a t t e r n .

O r ig in a l  M e s s a g e :  b in a r y  m e s s a g e  s e n t  b y  t h e  t r a n s m i t t e r  u s e d  t o  d e t e r m in e  o c c u r r e n c e  o f  
e r r o r s  in  t h e  r e c e iv e d  m e s s a g e ,

R e c e iv e d  M e s s a g e ;  r e c e iv e d  m e s s a g e  b it s .

Error in Received Message; if there  is error in one or more bits of the received message, this 
o u t p u t  is  s e t  t o  T R U E . O t h e r w is e ,  i t  is  s e t  t o  F A L S E .

Figure B-36 -  Message Extraction.vi icon and description
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BER.vi

RX Message —
Original Message -*

Total Bit Errors Past Ite ra,..  r
Process Loop Counter —

Calculates the bit error rate (BER) of a transmitted digital message.

RX Message is the received binary message.

Original Message: bit sequence transmitted (message).

Total Bit Errors Past Iteration: number of message bit errors in past iteration,

Process Loop Counter: number of loop iterations (or number of received frames) used to 
calculate the total received bits,

BER: bit error rate.

Total Bit Errors: total of bit errors accumulated from all iterations. I t  must be wired to a 
shift register on the right side of the main loop, which will be used as the input for Total 
Bit Error Past Iteration,

Figure B-37 -  BER.vi icon and description

BER
BER

Total Bit Errors

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure B-38 -  4 QAM SDR Transceiver_maxeye.vi block diagram, receiver mode: part 1
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Ip.eceived and Original Messages!

000‘s Figure B-39 -  4 QAM SDR Transceiver_maxeye.vi block diagram, receiver mode: part 2
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Figure B-41 - 4  QAM SDR Transceiver_maxeye block diagram, 
receiver mode: sample rate update case structure 1 
detail

I n c r e a s e  s o u n d  c a r d  s a m p le  r a t e  u n t i l  i t  m a t c h e s  
t h e  s a m p le  r a t e  o f  t h e  r e c e iv e d  s ig n a l_ _ _ _ _ _ _ _ _

Figure B-42 -  4 QAM SDR Transceiverjnaxeye block diagram,
receiver mode: sample rate update case structure 2 
detail
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