
Table 3. Error Matrix for Highest Accuracy Land Cover Classification (Sample Unit Tallies)

Cropland Developed Forest Grassland Shrub/Scrub Water Sum Units User Accuracy

Cropland 43 1 0 1 0 0 45 95.56%

Developed 4 37 0 2 0 0 43 86.05%

Forest 0 0 49 0 1 0 50 98.00%

Grassland 2 1 1 40 1 0 45 88.89%

Shrub/Scrub 1 1 0 7 48 0 57 84.21%

Water 0 0 0 0 0 30 30 100.00%

Sum Units 50 40 50 50 50 30 270

Producer Accuracy 86.00% 92.50% 98.00% 80.00% 96.00% 100.00% 91.48%

Reference Data

M
ap

 D
at

a

Plate 1. 2011 land cover classification of the study area.
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To determine the optimal change detection technique, the 
first change interval of interest, 2006 to 2011 was used for 
analysis. Ten separate difference images and one principal 
components image were tested to see which produced the 
best change detection accuracy. The PCA was performed on 
the ten-band difference image to capture as much change 
across all of the input bands as possible into a single band 
(approximately 70 percent of the change variance is captured 
in PC1). Using the most accurate 2011 land cover classifica-
tion, a within-class segmentation was performed for each 
of the 11 change bands of interest (ten difference bands and 
PC1). From the resultant segments, a distribution of class-
specific change values emerged. For each band and class, the 
change distributions resembled a normal distribution and the 
class-specific differences visualized in the spread of change 
magnitudes. In order to determine change thresholds, the 
class-specific change means and standard deviations were 
calculated for each band. 

Using two standard deviations from the mean as a base 
threshold for change, each band was then tested for its abil-
ity to accurately detect change. These class-specific band 
threshold values were applied to the binary classification 
of change versus non-change for the 2006 to 2011 interval. 
As a result, 11 different classifications were performed and 
assessed for accuracy using an error matrix approach. Band 7 
(middle infrared) was determined to be the optimal band for 
use in the change analysis given the preferential emphasis 
placed on minimizing errors of omission and highest overall 
performance. Given that change omission and commission 
errors can be seen as a direct product of the change threshold 
used (i.e., a higher standard deviation-based change thresh-
old will likely produce greater omission error and a lower 
threshold will produce increased errors of commission), band 
7 was then further evaluated for a range of standard devia-
tion change thresholds (1 SD to 2 SD, intervals of 0.25 SD). The 
results show that the best change analysis occurred at 1.75 SD, 
and this threshold was selected for all further use (Table 4). 

Table 4. Change Detection Error Matrix for Band 7, Threshold 1.75 SD 
(Area in Hectares)
Reference

Change No Change Sum Area User

M
ap Change 1,356.38 415.69 1,772.07 76.54%

No Change 389.74 14,726.92 15,116.67 97.42%

Sum Area 1,746.13 15,142.62 16,888.74

Producer 77.68% 97.25% 95.23%

Band 7 was used to classify change and non-change areas 
for each five-year interval of interest iteratively backwards 
in time starting with 2006 to 2011 and ending with 1986 to 
1991. Based on this change analysis, land cover classifications 
were performed only on the detected change areas for each 
year. These change area classifications were then merged with 
the corresponding year’s classification to attain wall-to-wall 
classification. The resulting classifications were intersected to 
assess class-specific land cover classification changes. Areas 
were calculated in hectares to determine change magnitude. 

These change maps were then simplified to forest and 
non-forest changes in order to further study forest harvesting 
and regrowth patterns. Four combinations resulted: forest to 
forest (non-change), forest to non-forest (change), non-forest 
to non-forest (non-change), and non-forest to forest (change). 
Forest to non-forest changes were assumed to be the result of 
harvesting and non-forest to forest changes were assumed to 
represent forest regeneration. These totals were then inter-
sected with land ownership data to determine owner-specific 

changes. The forest to non-forest totals and ownership break-
down can be seen in Figure 6. A few definitive trends emerge. 
In terms of overall forest harvesting, the first two time inter-
vals (1986 to 1991 and 1991 to 1996) saw very similar total 
hectares removed at slightly below 8,500 ha each. Following 
these early highs, a precipitous drop occurred between 1996 
and 2001, when only 2,126 ha were removed in total. The fi-
nal two intervals saw consistently increasing totals with 5,477 
ha removed between 2001 and 2006, and 9,227 ha removed 
in the most recent interval, reaching the highest total of any 
interval tested. In terms of ownership-specific patterns, some 
clear trends can be seen as well. A notable decrease in har-
vesting on public land occurred between 1986 and 2001 (1986 
to 1991: 6,242 ha; 1991 to 1996: 3,434 ha; 1996 to 2001: 749 
ha), followed by a less aggressive, steady increase between 
2001 and 2011. Harvesting on private industrial land saw 
significant increases between the 1986 to1991 interval (402 ha 
removed) and the 2006 to 2011 interval (3,975 ha removed). 
Private non-industrial land typically saw relatively low har-
vesting totals, with the one exception being between 1991 and 
1996 where 3,603 ha were removed.

These results however, should be viewed with the un-
derstanding of differential total forest land ownership. For 
example, in 2011, there were 418,144 ha of forested land 
throughout the entire study area, 312,284 ha (74.68 percent) 
is owned by public entities (most of which is USFS), followed 
by private, non-industrial land owners (77,732 ha, 18.59 
percent), and last, private industrial (28,127 ha, 6.73 percent). 
Accordingly, these removal totals were divided into total for-
ested land ownership to compute the “normalized” or percent 
by ownership removal. The resulting removal percentages can 
be seen in Figure 7.

The forest and non-forest change classification process not 
only yields change areas that suggest forest removal, but addi-
tionally forest areas that are regenerated (non-forest to forest). 
From the forest management perspective, this variable is in 
many ways as valuable, if not more so, than the harvesting 
totals. Accordingly, forest regeneration totals were calculated 
across the entire study area and, again, broken down by land 
ownership class. The results of these analyses can be seen in 
Figure 8. The total forest regeneration across all ownership 
classes does not take on any major trend in the positive or 
negative direction, with the exception of a steep decline in 
the 1991 to 1996 interval, which makes sense, given the heavy 
harvesting that occurred in that year. The ownership-specific 
trends, however, are of interest. For instance, again with the 
exception of 1991 to 1996, regeneration on public land has 
steadily declined. Conversely, both kinds of private land have 
seen somewhat steady growth in forest regeneration from the 
1991 to 1996 interval to 2006 to 2011.

Conclusions
This study had a wide-ranging set of objectives, in terms of 
both remote sensing methods and real world applications; the 
study utilized a largely exploratory approach to determining 
the optimal conditions for conducting efficient land cover clas-
sification and change detection. In incremental fashion, each 
procedure in the process was carefully vetted for optimal ac-
curacy. Only when conditions were met to attain an acceptably 
high analytical accuracy was forward progress made. While the 
specific results of any remote sensing study are only immedi-
ately applicable to that study, certain broader trends can emerge 
upon which future analyses can be based. The incremental 
approach used here can function not only as a framework for 
future investigation, but because the methods were explored 
using such a wide range of input parameters, a number of the 
specific results can help inform future research as well.
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Of particular interest in this study is the analysis of pixel-
based versus object-based image classification. While OBIA 
has become often used for high spatial resolution imagery, 
few studies have documented the utility of using OBIA on 
medium resolution image datasets such as Landsat-5 TM. This 
absence is not without justification; Landsat᾿s 30 m pixels 
are, in many ways, image objects in their own right and have 

historically been very successful in land cover analyses of 
all kinds. For a land cover study conducted over a relatively 
small area with a fairly detailed classification scheme, a 30 
m pixel may sufficiently reduce the spectral noise contained 
within an image to produce accurate, functional ground 
units, despite their indiscriminant spatial placement. At the 
regional or landscape scale with more generalized classes 

Figure 6. Total harvesting by five-year interval broken down by land ownership class.

Figure 7. Percentage of total forested land removed by ownership by five-year interval.

Figure 8. Total regeneration by five-year interval broken down by land ownership class.
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such as this study, however, perhaps the noise reduction 
caused by grouping of pixels over large areas (OBIA) would 
produce a more desirable result. This study was not intended 
to determine outright whether pixel-based analysis or object-
based analysis is preferable. The results depended heavily on 
the classification algorithm used. Across the entire range of 
scale and shape parameters, Bayes pixel-based classification 
significantly outperformed Bayes object-based classification 
and had the highest overall accuracy. However, the relation-
ship between CART pixel-based and object-based classifica-
tions was much more heavily influenced by the segmentation 
parameters used. 

Finally, detailed, quantitative accuracy assessment formed 
the basis for not only the individual date land cover maps, 
but also the land cover change detection analysis and the 
detailed forest harvesting and regeneration conducted as part 
of this study. The primary application of interest in this study 
involved detecting and classifying changes in the forested 
environments of a two-county area in northeastern Oregon. 
The results highlight predominant trends in overall and 
ownership-specific changes in total forested area throughout 
this region over a 25-year time span at five-year intervals. 
Three main trends in forest harvesting practices emerge. In 
terms of overall change, we see that the greatest amount of 
forest removal occurred in the most recent interval, 2006 to 
2011; in total, 9,227 ha of forest were removed. This total de-
creases to 1996 to 2001 where an estimated 2,127 ha of forest 
was removed. This total then climbs back up to a plateau for 
the intervals of 1986 to 1991 and 1991 to 1996 where 8,311 
ha and 8,394 ha were removed, respectively. In addition to 
the overall forest harvesting trends, two ownership-specific 
trends emerge: (a) an increase in private industrial harvesting, 
and (b) an initial decrease in public land harvesting fol-
lowed by a slower increase from 1986 to 2011. These trends 
are likely the result of a variety of factors. Speculation into 
the social, economic, and political mechanisms at work that 
have resulted in this shift from predominantly public land 
harvesting to primarily private industrial warrants an entire 
study in and of itself. However, one important geospatial 
factor that is immediately relevant is that all timberlands are 
not equally harvestable. The ability to harvest timber from a 
given location in a forest depends primarily on three factors: 
(a) accessibility, (b) topography, and (c) rules and regulations. 
Accessibility is simply the ability for a logger to reach a given 
area of timber, i.e., a factor that is controlled by the specific 
locations and densities of the forest road network. Closely 
related to accessibility is the quality of the terrain, or topog-
raphy, of the timberlands. Some areas are simply too steep or 
otherwise impeded by natural, geologic features to harvest 
timber. And last, there are a variety of legislative and regula-
tory road blocks to a variety of logging operations, particu-
larly relating to the preservation of wilderness and protection 
of endangered species. For instance, riparian environments 
are often protected against logging due to their importance in 
the preservation of certain fish species that could be harmed 
by increased runoff and/or other industrial pollutants thought 
to be caused by logging operations. Taking all of these factors 
together, a scenario can readily be imagined wherein pri-
vate industrial timberlands, which tend to be on lower-lying 
elevations with less dramatic topography, having higher road 
densities and fewer regulatory impediments, are simply more 
harvestable than, for example, public lands. Accordingly, this 
study reveals ownership-specific trends that are related to the 
degree to which forested areas are harvestable.
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