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 CHAPTER 2 

 

2 SEAFLOOR SCATTERING MODELS 

 

Both roughness scattering and inclusion scattering models were used to compare 

empirically observed acoustic backscatter to theoretical predictions of backscatter derived from 

each model.  The frequency response of the theoretical predictions was the main focus of the 

comparisons and not the corresponding amplitude of the results, under the assumption that it 

would best indicate the underlying seafloor scattering mechanism (i.e. surficial roughness, 

discrete inclusions) controlling the acoustic backscatter response.  Model predictions were 

adjusted in amplitude and overlaid on the acoustic results for direct comparison of the frequency 

dependence.  Input parameters for each model were obtained from the stereo imagery and 

sediment sample data sets.  For either model, the assumption was made that the controlling 

mechanism of the backscatter response was either surficial roughness or the presence of discrete 

inclusions for the respective model of interest. 

2.1 Surficial Roughness Scattering Model 

In the present work the roughness scattering model utilized in comparing the theoretical 

frequency response of backscatter to the observed frequency response of the acoustic backscatter 

measurements is based on small-roughness perturbation approximation theory.  Small-roughness 

perturbation approximation theory analyzes the scattering from a randomly rough surface with 

excursions that are small compared to the acoustic wavelength of the operating sonar transducer.  

The analysis is made under the boundary condition that the transmitted pressure from an acoustic 
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  Characterization utilizing 1D slices through the 2D roughness spectrum is made under 

the assumption that the roughness spectrum obeys a simple power law, 

 𝑊2(𝐾) =  
𝜔2

𝐾𝛾2
 Equation 8 

where 𝜔2 is the spectral strength related to the intercept of the linear regression line of the 

spectrum slice and 𝛾2, the spectral exponent, is the absolute value of the spectral slope plus unity 

[Jackson et al. 1996].  The magnitude of the overall spectrum evaluated at a given value of the 

Bragg wavenumber describes the amount of acoustic energy returned from a seafloor scattering 

mechanism whose physical size relates to the corresponding Bragg wavenumber.  Significant to 

this study, the spectral exponent relates to the frequency response of acoustic backscatter in 

terms of small-roughness perturbation approximations by the relationship, 

 𝜎(𝑓) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑓4−𝛾2 Equation 9 

where 𝜎 is the backscattering cross section, and 𝑓 is frequency [Jackson and Richardson, 2007].  

Typically, most seafloors possess a roughness spectrum on the order of 𝐾−3 to 𝐾−3.5 resulting in 

an increase in backscattering strength of ~3 dB when doubling the operating frequency of a sonar 

transducer [Weber, 2014].   

2.2 Discrete Inclusion Scattering Model 

An inclusion scattering model developed by Ivakin [2004] was also utilized in comparing 

the frequency dependence of acoustic backscatter observations to theoretical predictions of 

backscatter under the assumption that the presence of discrete inclusions was mechanism 

controlling the backscatter response of the seafloor.  Similar to the comparison of the roughness 

scattering model to backscatter observations, the objective of the comparison was to directly 

compare the frequency response of the theoretical prediction to the frequency response of the 

acoustic observations under the assumption that the analysis of the frequency response would 
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Figure 3-2. Survey transect through sand wave and gravel field. 

 

  Both sand wave and gravel field locations had been sampled extensively prior to data 

collection and noted for their consistency of sediment grain size distribution from multiple 

different sampling cruises [Ward and McAvoy, 2014].  The sand wave field consisted of very 

poorly sorted to moderately well sorted, slightly granular medium sands with high shell hash 

content.  This classification was made from sediment samples with grain size distributions that 

ranged from grain diameters of 0.0625 mm to 4 mm with an overall mean grain size of ~0.5 mm.  
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The larger grain sizes (0.707 mm to 4 mm) were generally comprised of shell hash and were 

responsible for a significant portion (~20%) of the samples.  The gravel field consisted of very 

poorly sorted sandy pebble gravels or pebble gravels.  Grain size diameters in the gravel field 

ranged from 0.0625 mm to 32 mm with an overall mean grain size of ~12 mm.  Video data 

screen grabs taken from sediment sampling cruises found in Figure 3-3 provide visual 

interpretation of the seafloor composition at each major site. 

 

Figure 3-3. Screen grab video data of sand wave and gravel field.  Images from the sand wave field are found in the 

left panel and images from the gravel field are found in the right panel.  Note that in the top left image, the camera is 

above the seafloor.  The camera scale present in each image is roughly 0.5 m2. 

 

Current Observations 

The presence of strong tidal currents in Portsmouth Harbor was also of particular interest 

in the region of the sand wave field due to the smaller grain size composition and high 
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probability of sediment transport.  Tidally influenced sediment transport would result in a 

composition change of the seafloor that would possibly lead to a change in the overall statistics 

of the seafloor roughness spectrum.  Changes in the roughness spectrum would affect the 

theoretical prediction of seafloor backscatter related to small-roughness perturbation theory 

discussed in Chapter 2.1.  Therefore, an ADCP current profiler (1200 kHz RDI Workhorse 

Sentinel) was deployed via the tripod system within the sand wave field to characterize the 

magnitude and direction of the current during the survey period utilized for comparison to 

sediment transport theory provided by Felzenburg [2009].   

The tripod system was deployed on the eastern periphery of the sand wave field at 

approximately 43.067° N, 70.704° W, (Figure 3-2) utilizing an A-frame and winch system.  

Current observations from the ADCP were truncated to 6:34 PM UTC through 10:14 PM UTC to 

synchronize results to acoustic backscatter observations.  The truncated time period in which 

data collection occurred is outlined in Figure 3-4. 

 

Figure 3-4. Time series of tide elevation during the 24 hour period surrounding the field experiment. Yellow dots 

indicate the start and stop periods of data collection [NOAA, 2015]. 
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ADCP current speed and direction were recorded from 1.55 m above the bottom to the 

free surface of the water during a flood tidal cycle and are presented in Figure 3-5.  Average 

depth of the water was computed to be 13.3 m by the ADCP over the survey period. 

 

Figure 3-5.  Time-series of ADCP current speed in m/s and direction is degrees.  The nominal sea surface is at 0 m 

and the tripod was deployed at ~12 m.  Depths are shown as negative numbers on the y-axis.  Direction of the tide 

was north flowing represented by 0°/360°. 

 

The time series of the ADCP current profile shows an increase in current speed with 

height above the bottom.  Maximum current speeds of ~55 cm/s closest to the seabed, were 

reached at the beginning of the survey and decayed to approximately zero by the end of data 

collection.  Comparison of the current profile data to subset sections of flood tide data collected 

by Felzenburg [2009] (Figure 3-6), also on the eastern periphery of the sand wave field, 

suggested that adequate current velocities to initiate incipient motion of the sediment were 

reached during the survey period. 
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Figure 3-6. Time-series of ADCP current speed (in cm/s) and direction (in degrees) for all bins, corresponding to 

1.03 to 8.83 m above the bottom.  Flood currents are north-flowing (dark blue/red in the bottom image) and ebb 

currents are south flowing (green) [Felzenburg, 2009].  Flood current events are outlined by black boxes. 

  

Maximum current speeds closest to the seabed, during flood tide events were ~54 cm/s 

according to Figure 3-6.  Felzenberg [2009] predicted levels of shear stress from near bottom 

current velocities that exceeded the critical threshold for incipient motion based on the size 

distribution of the sediment and current velocity profiles within the sand wave field.  The 

combination of consistency in current profile data and grain size distribution estimates from data 

sets collected for this study to data sets provided by Felzenburg [2009] and Ward and McAvoy 

[2014] added confidence to the assumption that sediment in the sand wave field was in fact in 

motion during high current velocity periods of the acoustic survey. 
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Figure 3-23. Theoretical backscatter prediction for gravel field produced by roughness scattering model. 

 

Sediment Samples: Discrete Inclusion Scattering 

Sediment samples were also collected by divers on site of the tripod system deployed 

within the sand wave field.  Parameters specific to the sediment samples were used in 

conjunction with the discrete inclusion scattering model described in Chapter 2.2 to generate a 

theoretical prediction of backscatter to be compared to acoustic observations.  The sedimentary 

composition of the gravel field was not ideal for comparison of acoustic backscatter results to the 

discrete inclusion scattering model.  Divers manually collected grab samples from the top 1.5’’of 

sediment of a ~10 in2 area using their hands.  A total of two samples were collected behind the 

tripod system (Figure 3-24) to ensure an untouched sample area where the stereo imagery was 

collected. 
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Figure 3-24. Top view illustration of tripod system describing sediment sample collection site. 

 

Grain size analysis procedures were conducted both before and after shell hash was 

dissolved from each sample to quantitatively describe the shell hash content by means of grain 

size.  Samples were processed twice to ensure repeatability following standard sieve and pipette 

procedures described by Folk [1980].  Shell hash content was dissolved from each sample by 

periodically adding 10% HCl solution to the samples over a span of 4 days.  Approximately 40 

ml of HCl were added to each sample daily.  Sample statistics for grain size distribution data 

were calculated using logarithmic Folk and Ward [1957] graphical measures implemented by 

GRADISTAT grain size analysis software [Blott and Pye, 2001]. 

Results from grain size analysis of the sediment are found in Table 3-3 and are consistent 

with findings from Ward and McAvoy [2014].  Sediment samples prior to HCl digestion were 

classified as moderately well sorted, slightly gravelly medium sand with high shell hash content.  

Similarly, samples post digestion were classified as moderately well sorted slightly gravelly 

medium sand.  However, the total sample weight decreased from 17% - 22% following digestion 
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of shell hash, suggesting a high percentage of shell hash content.  Major decreases in class 

weight percentage can be seen in phi sizes between -2 and 0.5 (4 mm – 0.707 mm), implicating a 

majority of the shell hash content was present in these class sizes.  An increase in weight at phi 

sizes 3, 3.5, and 4 (0.125 mm, 0.088 mm, 0.0625 mm) post digestion can be explained due to the 

expedited breakdown of the quartz sand upon exposure to the 10% HCl solution.  The addition of 

weight at these phi sizes was small compared to the overall weight of the phi classes of interest 

containing shell hash.  These sets of statistics were not used in the determination of theoretical 

backscatter strength based on inclusion model scattering but calculated to give a general idea of 

the amount of shell hash content within each sample. 

Table 3-3. Grain statistics from Portsmouth Harbor sediment samples utilizing Folk and Ward [1957] logarithmic 

method.  Skewness and kurtosis are dimensionless parameters and mean and median grain size are in units of 𝜙, 

where 𝜙 = −𝑙𝑜𝑔2(𝑚𝑚) 

Sample ID Mean, 𝜙 Median, 𝜙 Sorting, 𝜙 Skewness Kurtosis 

1.A 1.076 (0.47 mm) 1.133 0.690 -0.217 1.147 

1.B 1.067 (0.48 mm) 1.124 0.687 -0.214 1.155 

1.A no shell 1.206 (0.43 mm) 1.215 0.517 -0.060 0.977 

2.A no shell 1.215 (0.43 mm) 1.239 0.581 -0.132 0.972 
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Figure 3-25. Grain size distribution by weight of sediment samples shown in left panel.  Histograms on the right 

panel show difference in class weight between samples pre- and post- HCl digestion (total sample weight w/ shell – 

total sample weight w/o shell).  Therefore a positive reading in weight difference signifies higher concentration of 

shell hash at the respective grain size.  The highlighted green boxes indicate grain sizes where shell hash was visible.  

 

Grain size distribution statistics from Sample 1.A, with shell hash included, were used as 

input to the inclusion scattering model discussed in Chapter 2.2.  The class weight distribution 

was converted to volume size distribution by Equation 14 allowing for calculation of the seabed 

backscattering coefficient by Equation 10 (Figure 3-26). 


